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Abstract—Performance boosting of modern computing systems has been constrained by the significant chip/circuit power dissipation. Dynamic voltage scaling (DVS) has been applied in the past decade for reducing the energy consumption by dynamically changing the supply voltage. On-line scheduling algorithms for DVS systems usually guarantee the real-time constraints of the system based on the condition that they can select any system speed that is sufficiently high to allow processing of all events within their deadlines. However, practical systems have a maximum available system speed and the feasibility of using on-line DVS algorithms needs to be verified during design time, i.e., they will never require during runtime a speed higher than the maximum available. This paper presents feasibility analysis of two on-line DVS algorithms that can compute in advance an upper bound on the system speed that these algorithms may require given that there is a single input event stream described by the worst-case event arrivals in interval domain. Moreover, we also present new results on the competitive ratios of the resulting schedules for energy consumption minimization with comparison to the off-line optimal solutions to show the effectiveness of the two algorithms. At the end, the performance of the different algorithms is evaluated.
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I. INTRODUCTION

Power dissipation has been considered as one of the most important design issues for modern computing systems in both hardware and software aspects. The reduction of power consumption is not only useful for embedded systems to prolong battery lifetimes but also important for server systems to cut power bills. As shown in the literature, e.g., [14], the power consumption of modern CMOS circuits mainly comes from dynamic power consumption due to switching activities and leakage power consumption due to the leakage current. The dynamic power consumption can be reduced by applying dynamic voltage scaling (DVS), while the leakage power consumption can be reduced by changing the system mode dynamically with dynamic power management (DPM).

Specifically, the dynamic voltage scaling (DVS) technique was introduced to reduce the dynamic energy consumption by trading performance for energy savings. For DVS processors, a higher supply voltage, generally, leads not only to a higher execution speed but also to higher power consumption. As a result, DVS scheduling algorithms, e.g., [2], [22], [23], tend to execute events as slowly as possible, without any violation of timing constraints. On the other hand, to consume less leakage power, we can apply dynamic power management (DPM) to change the system state to a sleep mode when the system has no jobs to execute. It has been shown that there is a critical speed, such that executing at any speed lower than the critical one consumes more energy than at the critical speed [8], [14], [24].

Most studies for energy-efficient scheduling in real-time systems assume that input tasks are periodic or sporadic. For example, periodic real-time events are assumed in [7], [8], [12]–[14], [16], while aperiodic real-time events with known arrival times are assumed in [1], [6]. However, in practice, the precise information of event arrival times might not be known in advance since the arrival times depend on many factors. More complex input event streams can be characterized by arrival curves as used in Real-Time Calculus [20] and Network Calculus [9], [15]. Real-time events are characterized by evaluating how often system functions will be called, how much data is provided as input to the system, and how much data is generated by the system back to its environment. As a result, arrival curves constrain the number of events arriving in the system for a specified interval. The system designer can then perform schedulability analysis based on these curves.

However, even though each trace of events is constrained by the arrival curve, the curve itself does not reveal how events actually arrive at the system. It might be possible that (1) bursts of event arrivals only happen rarely, or (2) there is no burst at all. However, relying only on off-line static analysis, we have to always provide higher computation power to supply the expected demand for the worst cases. Therefore, applying scheduling decisions based only on the arrival curve could be very pessimistic. For example, if...
we find the minimum constant speed to schedule an event stream as proposed in [18], it is possible that most of the time we run at an unnecessarily high speed because our scheduling decision would be based entirely on the worst-case event arrivals that may not happen often. Instead, we would like to apply on-line DVS scheduling algorithms that make scheduling decisions only when events really arrive. As most systems do not have event bursts all the time, the on-line algorithms can help reduce the energy consumption.

Recently, Real-Time Calculus has been adopted by Huang et al. [10], [11] for exploiting DPM to turn off devices dynamically and Maxiaguine et al. [18] for DVS systems. Specifically, in [11], off-line algorithms are proposed to derive periodic power management schemes for energy reduction. In [10], on-line algorithms are developed to find the adaptation points which vary according to the actual event arrivals. There is a class of on-line scheduling algorithms that make predictions about the future arrivals of events, for example see [18]. They make scheduling decisions based on the history of already arrived events and the predicted possible arrivals in the future. However, all the above algorithms are different from the ones considered in this paper, in which we do not make any predictions about the future.

Specifically, in this paper, we explore two existing on-line DVS algorithms: Algorithm AVR and Algorithm OPT [4], [22]. Algorithm AVR executes events at the accumulated average speed of tasks, whereas Algorithm OPT greedily makes on-line speed scheduling by only considering those events that have arrived at the system so far and schedule them with the optimal energy consumption. Suppose that the power consumption of the system at speed $s$ is proportional to $s^\gamma$, where $\gamma$ is a hardware constant. As shown in [4], [22], Algorithm AVR (Algorithm OPT, respectively) has a $2^{1-\frac{1}{\gamma}} \cdot \gamma$-competitive ratio ($\gamma$-competitive ratio), in which a $\rho$-competitive ratio of an algorithm derives solutions at most $\rho$ times of the energy consumption of the optimal off-line solutions.

With bounded speed systems, there have been some researches for on-line DVS scheduling for maximizing the throughput and optimizing the trade-off between the total flow time incurred and the energy consumed by jobs, e.g., [3]. However, these algorithms cannot be adopted for systems with hard real-time constraints. To the best of our knowledge, this is the first paper that deals with feasibility analysis of on-line DVS scheduling algorithms for an arbitrary event stream in hard real-time systems.

**Contributions.** By considering systems with one event stream that is constrained by an arrival curve, this paper presents how to analyze whether Algorithm AVR and Algorithm OPT are able to serve events within a specified range of available speeds. On-line DVS scheduling algorithms guarantee the real-time constraints of a system assuming that they can select any system speed that is sufficiently high to allow all events to be processed within their deadlines. Therefore, we would like to verify in advance that such an algorithm will never require a speed that is higher than the maximum system speed and real-time constraints can always be met. If the maximum execution speeds of all resulting schedules for an event stream do not violate the hardware speed constraint, we know that the on-line DVS algorithm is applicable for scheduling; otherwise, we have to pessimistically run at a constant speed without violating the timing constraints but being a less energy-efficient. Here, we propose an analysis framework for algorithms AVR and OPT that can compute upper bounds on the maximum speeds that these algorithms may require for scheduling all possible traces of an event stream that is characterized with an arrival curve. Moreover, for scheduling one event stream, we also show the $2^\gamma$-competitive ratio of the resulting schedules for algorithms AVR and OPT. For example, if $\gamma = 3$, the competitive ratio is significantly reduced from 27 to 8 for Algorithm OPT and from 108 to 8 for Algorithm AVR.

The rest of this paper is organized as follows: Section II describes the system models used in the paper. Section III presents the algorithms considered in this paper and the proposed scheduling framework. Section IV introduces a motivational example. Section V presents the feasibility analysis of algorithms AVR and OPT. The competitive analysis with respect to energy minimization is shown in Section VI. The performance of different scheduling algorithms is evaluated in Section VII. We conclude this paper in Section VIII.

**II. SYSTEM MODELS**

A. Hardware Model

This work considers the system-level power model in [24], where the power consumption at speed $s$ is as follows:

$$P(s) = P_{sta} + h(P_{ind} + P_d) = P_{sta} + h(P_{ind} + C_{ef} \gamma s^\gamma),$$  \hspace{1cm} (1)

where $P_{sta}$, $P_{ind}$, and $P_d$ are static power, speed-independent active power, and speed-dependent active power, respectively. If the system is in sleep mode, $h$ is 0, whereas $h$ is set to 1 when the system is in active mode. Moreover, $C_{ef}$ and $2 \leq \gamma \leq 3$ are system-dependent constants for representing the effective switching capacitance and the dynamic power exponent, respectively. However, due to the excessive time/energy overhead of turning on/off a system, we consider systems that cannot be turned off dynamically, and, hence, the static power $P_{sta}$ cannot be removed. Therefore, $P_{sta}$ is not manageable, and we focus on how to manage the speed-independent and speed-dependent active power, i.e., $P_{ind}$ and $P_d$. And more specifically, here we analyze algorithms that can control $s$ online given information about the currently unprocessed events in the system. When there are no events in the system, we switch to sleep mode, i.e., $h = 0$.

There is a critical speed $s_{cri} = \sqrt{\frac{P_{sta}}{C_{ef}(\gamma - 1)}}$ such that executing at critical speed $s_{cri}$ is more energy-efficient than executing at a speed lower than $s_{cri}$ [14], [24]. We assume that the system can operate at any speed in the range of $[s_{min}, s_{max}]$. By the definition of the critical speed, only operating speeds from $[s_{min}, s_{max}]$ should be used, where
$s_{\min}^* = \min\{\max\{s_{\min}, s_{\text{crit}}\}, s_{\max}\}$. We assume that the mode switch between the active mode and the sleep mode can be achieved by applying gated supply voltage with negligible overhead [24]. Without loss of generality, we will assume that $s_{\max}$ is normalized to 1, and all the other related metrics are also normalized.

B. Event Model

This paper focuses on events that can arrive in the system irregularly. To model such events, we use the concept of arrival curves successfully used in Network and Real-Time Calculus [9], [15], [20]. Specifically, a trace of an event stream can conveniently be described by means of a cumulative function $R(t)$, defined as the number of events seen on the event stream in the time interval $[0, t)$. While any $R$ always describes one concrete trace of an event stream, a tuple $\bar{R}(\Delta) = [\bar{\alpha}^u(\Delta), \bar{\alpha}^l(\Delta)]$ of upper and lower arrival curves provides an abstract event stream model, providing bounds on admissible traces of an event stream. The upper arrival curve $\bar{\alpha}^u(\Delta)$ provides an upper bound on the number of events that are seen in any time interval of length $\Delta \geq 0$, while the lower arrival curve $\bar{\alpha}^l(\Delta)$ analogously provides a lower bound. Please refer to [20] for detailed discussion. The concept of arrival curves unifies many other common timing models of event streams, such as periodic, sporadic, periodic with jitter, etc. For example, the arrival curves for a stream that is described by period $p$, jitter $j$ and minimum interarrival distance $d$ can be computed with

$$
\bar{\alpha}^u(\Delta) = \min\left\{\frac{\Delta + j}{p}, \frac{\Delta}{d}\right\},
\bar{\alpha}^l(\Delta) = \left[\frac{\Delta - j}{p}\right].
$$

(2)

Throughout this paper, we implicitly focus our study on systems processing one event stream. For all events in the event stream, we assume that they have the same execution time $C$ at the maximum speed $s_{\max}$ and the same relative deadline $D$. Moreover, we assume that executing at speed $s$ takes $\frac{C}{s}$ amount of execution time. We use a tuple $\alpha(\Delta) = [\alpha^u(\Delta), \alpha^l(\Delta)]$ to denote the computation demand of the event stream. Note that, as we normalized $s_{\max}$ to 1, $\alpha(\Delta)$ will represent the maximum number of normalized computation cycles that can arrive in any time interval with length $\Delta \geq 0$. Similarly, $R(t)$ is the accumulative normalized computation cycles arriving at the system from time 0 to time $t$, where $R(t) = C \cdot R(t)$.

An event $e_i$ is associated with its arrival time $a_i$ and its absolute deadline $d_i = a_i + D$, and $C$ is the execution time at speed $s_{\max}$. Note that, on-line scheduling algorithms do not know when an event $e_i$ will come before it arrives at time $a_i$. The scheduling objective is to minimize the energy consumption without violating the timing constraints of events.

Analogously to the cumulative function $R(t)$, the concrete availability of the system can be described by a cumulative function $F(t)$, that is defined as the number of available resources, i.e., normalized computation cycles in this paper, in the time interval $[0, t)$. Analogous to arrival curves that provide an abstract event stream model, a tuple $\beta(\Delta) = [\beta^u(\Delta), \beta^l(\Delta)]$ of upper and lower service curves provides an abstract resource model. The upper and lower service curves provide upper and lower bounds on the available resources in any time interval of length $\Delta \geq 0$.

Any arbitrary resource availability can be represented with the model of service curves. For example, for a schedule which executes events at a constant speed $s$, both the upper and the lower service curves are equal and are represented by straight lines $\beta^u(\Delta) = \beta^l(\Delta) = s \cdot \Delta$.

III. SCHEDULING ALGORITHMS AND FRAMEWORK

A. Static DVS Scheduling Based on Arrival and Service Curves

Arrival curves bound the arrivals of events from an event stream. Using results from Network and Real-Time Calculus [9], [15], [20], it is possible to bound the maximum delay that events can experience given a certain system availability characterized by a service curve. Specifically, the maximum delay experienced by an event from the stream can be defined as $\text{Del}(\alpha^u, \beta^l)$ as follows:

$$
\text{Del}(\alpha^u, \beta^l) \equiv \sup_{\lambda \geq 0} \left\{\inf\{\tau \geq 0 : \alpha^u(\lambda) \leq \beta^l(\lambda + \tau)\}\right\},
$$

(3)

which can be interpreted as the maximum horizontal distance between the curves $\alpha^u$ and $\beta^l$ as shown in Figure 1a. The stream is schedulable if the maximum delay is smaller than the relative deadline, i.e., $\text{Del}(\alpha^u, \beta^l) \leq D$ which can also be expressed as the inequality

$$
\alpha^u(\Delta - D) \leq \beta^l(\Delta) \quad \forall \Delta \geq 0.
$$

(4)

Since the speed-dependent active power consumption is a convex and increasing function of the processor speed, to reduce the energy consumption, an optimal solution would like to execute an event at a constant speed. Therefore, for periodic real-time tasks, it has been shown that running at a constant speed is optimal [2]. Suppose that a static DVS schedule enforces the system to run at a constant speed. Based on the above analysis, the best static DVS schedule
is to find a minimum speed $s_{SD}$ such that
\[ \alpha^N (\Delta - D) \leq s_{SD} \cdot \Delta \quad \forall \Delta \geq 0, \]  
and execute at a constant speed $\max\{s_{\min}, s_{SD}\}$. Figure 1b illustrates an example of the above strategy. Based on Real-Time Calculus, executing constantly at the above speed guarantees the schedulability of the given event stream, even in the case of worst-case arrivals of events, and saves energy consumption, compared to executing events greedily at the maximum speed $s_{\max}$. For brevity, we denote the above approach as Algorithm SD (stands for static DVS).

As it is not necessary to force the system to be active when there is no event to serve, for the rest of this paper, we will simply assume that the system is in sleep mode when there is no unfinished event in the ready queue. Note that, this does not affect the schedulability of events by applying Algorithm SD, since we can turn the system to active mode instantly when an event comes.

### B. On-Line DVS Algorithms

Even though arrival curves constrain the possible traces of events, they do not reveal how events actually arrive at the system. It might be possible that the burst of event arrivals only happens once, but we have to always provide higher computation power in Algorithm SD as if events are arriving with worst-case arrivals. Therefore, applying scheduling decisions based on the upper arrival curve could be very pessimistic. Instead, we would like to apply on-line DVS scheduling algorithms to make scheduling decisions only when events really arrive. As most systems do not have event bursts all the time, the on-line algorithms can help reduce the energy consumption.

There have been some on-line DVS algorithms proposed in the literature [5], [19], [22]. To our best knowledge, most algorithms are variants of Algorithm AVR and Algorithm OPT proposed by Yao, Demers, and Shenker [22]. Therefore, in this paper, we will study these two algorithms. They make scheduling decisions at time $t$ as follows:

- **Algorithm AVR**: It selects the event with the earliest deadline and executes it at speed $\max\{s_{\min}, \sum_{i:a_i \leq t < d_i} \frac{C_i}{d_i - t}\}$, where an event $e_i$ is associated with arrival time $a_i$ and absolute deadline $d_i = a_i + D$, and $C$ and $D$ are the worst-case execution time (at $s_{\max}$) and the relative deadline, respectively. In other words, Algorithm AVR executes at the accumulated average speed of events.

- **Algorithm OPT**: It executes the event with the earliest deadline at speed $\max\{s_{\min}, \max_{e_i} \left\{ \sum_{i:a_i \leq t < d_i} \frac{C_i}{d_i - t} \right\}\}$, where an event $e_i$ is associated with arrival time $a_i$ and absolute deadline $d_i = a_i + D$, and the remaining (unfinished) computation of event $e_i$ at time $t$ is $C_i(t)$. In other words, Algorithm OPT greedily makes on-line speed scheduling by only considering those events that have arrived in the system so far, and selecting the minimum necessary speed to process them within their deadlines, i.e., with the optimal energy consumption.

If there is no speed constraint in the system (i.e., $s_{\max} = \infty$), these two on-line DVS algorithms can derive feasible schedules to meet the timing constraints of the real-time events. However, if the system is constrained by some speed, it is possible that the required execution speed, at some moment $t$, of the resulting schedule might be higher than speed $s_{\max}$, and some events might miss their deadlines even if we execute at the maximum speed $s_{\max}$. Therefore, the highest speed used in a schedule derived from Algorithm AVR or Algorithm OPT must be verified in advance by considering the arrival curve of the input event stream. We say that a scheduling algorithm is *feasible* to use for scheduling an event stream if any feasible trace of the stream is schedulable by applying the scheduling algorithm without any deadline misses or speed violations.

### C. Framework for Feasibility Analysis

In this paper, we propose a framework for feasibility analysis shown in Figure 2 that will be able to answer the following questions given information about the maximum speed supported by the system $s_{\max}$ and an upper bound $\alpha^N$ on the input event stream:

- Can the system meet real-time constraints (e.g., do not miss any deadlines) under a constant speed, i.e., the minimum necessary constant speed $s_{SD}$ is smaller than or equal to the maximum system speed $s_{\max}$?
- Can the system meet real-time constraints when the speed is controlled by an online DVS algorithm such as AVR or OPT, i.e., the maximum speed that such an algorithm can require $s_{AVRmax}$ or $s_{OPTmax}$ is smaller than or equal to $s_{\max}$?

If an on-line scheduling algorithm can guarantee the satisfaction of the speed constraint, we would prefer to adopt the on-line algorithm for speed determination. In general, Algorithm OPT has better performance in energy minimization than Algorithm AVR [17]. In Section VII, we will compare the performance of algorithms SD, AVR, and OPT.

![Figure 2: Structure of the proposed framework.](image-url)
Figure 3: Arrival curves \([\alpha^u, \alpha^l]\) in interval domain and a trace \(R\) in time domain for the motivational example

IV. MOTIVATIONAL EXAMPLE

This section will present a motivational example for demonstrating the benefit of on-line algorithms. Suppose that we are given a periodic event stream with specified jitters, where the arrival curve is specified in (2) with \(p = 2\) msec, \(d = 1\) msec, and \(j = 4\) msec. Let’s suppose that the maximum speed is 1 GHz, in which \(C\) (at speed \(s_{\text{max}}\)) is 1 msec and the relative deadline \(D\) is 4 msec. The power consumption function in this example is \(P(s) = h(\frac{s}{1\text{GHz}})^3\text{ Watt, where } s_{\text{min}}\text{ is assumed } 0\). The arrival curve of the above case is illustrated in Figure 3.

Suppose that we release 15 events bounded by the arrival curve, where the cumulative function \(R\) of the arrivals (from time 0) is also shown in Figure 3. These 15 events arrive at times \((4, 5, 6, 7, 8, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32)\) msec. We compare the energy needed by the three algorithms to process all the events within their deadlines. By applying (5), for the given arrival curve, we know that speed \(s_{SD}\) is 0.625 GHz. The schedule by applying Algorithm SD for scheduling these 15 events at speed \(s_{SD}\) is illustrated in Figure 4a, where the energy consumption for serving these events is 5.8594 mJoule. The disadvantage of Algorithm SD is that it might complete an event earlier than its deadline, and such early completion makes the system consume more energy. The advantage of Algorithm SD is that we do not have to dynamically calculate the execution speeds for timing guarantees.

Figure 4b (Figure 4c, respectively) demonstrates the schedule by applying Algorithm OPT (Algorithm AVR, respectively) for scheduling. Both algorithms utilize the event deadlines so that events complete earlier than their deadlines only when there is interference from other events. The energy consumption by applying Algorithm OPT (Algorithm AVR, respectively) for this trace is 4.601 (5.4375, respectively) mJoule. For scheduling these 15 events, the speeds used by Algorithm OPT (AVR, respectively) are no more than 0.7627 GHz, (1.0 GHz, respectively). Moreover, the improvement of energy consumption of the on-line algorithms could be more if the burst of events does not happen, or the gap between the trace and the upper arrival curve is larger.

As shown above, even though running at speed \(s_{SD}\) is safe, it might be too conservative in energy minimization since we can vary the speed dynamically to reflect the events that actually arrive at the system. The speed scheduling of Algorithm AVR or Algorithm OPT is highly dependent on the input trace, while Algorithm SD depends only on the worst-case arrival. However, if the maximum speed of the system is less than 0.75 GHz, Algorithm OPT or Algorithm AVR are not applicable.\(^1\) Therefore, to apply an on-line algorithm for energy reduction, it needs to be verified that the speed needed by the on-line DVS algorithm is never higher than the maximum speed supported by the system; otherwise, events may miss deadlines.

V. FEASIBILITY ANALYSIS OF ON-LINE ALGORITHMS

This section will present how to analyze the feasibility of Algorithm AVR and Algorithm OPT to guarantee that the derived solution can meet the timing constraints without using any speed higher than \(s_{\text{max}}\). Since the number of traces that one may need to consider could be infinite, it is not possible or not practical to test this on all traces. Therefore, we use in our analysis the arrival curves of an event stream.

For any of Algorithm OPT and Algorithm AVR, if we ignore the speed constraint \(s^*_{\text{min}}\) when making decisions, the maximal speed used in derived schedule is less than or equal to the maximal speed used by constraining the algorithm to use speeds greater or equal to speed \(s^*_{\text{min}}\). Therefore, for the rest of this section, we will focus on the case that \(s^*_{\text{min}}\)

\(^1\)For showing the feasibility of Algorithm AVR and Algorithm OPT, we do not use the normalized \(s_{\text{max}}\) here.
is 0, and the results here still hold when $s_{\min}$ is not 0. We will first analyze the feasibility of Algorithm AVR and then present how to approximately analyze that of Algorithm OPT.

For a trace $R$, suppose that $s_{AVR}(t, R)$ is the speed at time $t$ by applying Algorithm AVR, whereas $s_{OPT}(t, R)$ is the speed at time $t$ by applying Algorithm OPT. Without loss of generality, we implicitly assume that a trace starts at time 0, unless it is specified.

A. Feasibility Analysis of Algorithm AVR

The following theorem shows the maximal speed of the schedule derived from Algorithm AVR for any trace $R$ constrained by the upper arrival curve $\alpha_u()$.

**Theorem 1:** For any trace $R$ constrained by the upper arrival curve $\alpha_u()$, the maximal speed $s_{AVR}(R)_{max}$ by applying Algorithm AVR for scheduling is at most $\frac{\alpha_u(D)}{D}$.

**Proof:** For brevity, let $s^*$ be the maximal speed in the speed schedule $s_{AVR}(t, R)$, i.e., $s^* = \sup_{t \in [U, \infty)} \{s_{AVR}(t, R)\}$. Suppose that at time $t^*$, the schedule uses the maximal speed $s^*$ for execution, i.e., $s_{AVR}(t^*, R) = s^*$ for trace $R$. Let $E(t^*)$ be the set of events that could be executed at time $t^*$, i.e., $E(t^*) = \{e_i | e_i \in \text{in trace } R \text{ and } a_i \leq t^* < a_i + D\}$. By the definition of Algorithm AVR, we know that

$$s^* = \frac{C}{D} \sum_{e_i \in E(t^*)} \left| E(t^*) \right|,$$

where $\left| E(t^*) \right|$ is the number of events in set $E(t^*)$. If an event $e_i$ arrives earlier than $t^* - D$, the feasible execution interval of the event does not cover $t^*$ since the deadline is less than $t^*$. Moreover, of course, before time $t^*$, Algorithm AVR does not execute any event arriving later than $t^*$.

Therefore, all the events in $E(t^*)$ must arrive in $[t^* - D, t^*)$. By the definition that $R$ is constrained by $\alpha_u(\Delta)$, we know that $R(t^*) - R(t^* - D) \leq \alpha_u(D)$. As a result, $C \cdot \left| E(t^*) \right| \leq \alpha_u(D)$, and, hence,

$$s^* \leq \frac{\alpha_u(D)}{D}.$$

As a result, we have the following corollary for the feasibility of Algorithm AVR.

**Corollary 1:** Algorithm AVR guarantees to derive feasible schedules without violating the timing constraint or speed constraint if $\frac{\alpha_u(D)}{D} \leq \alpha_{ \min}$.

The above analysis in Theorem 1 is tight, which means that there exists some input trace constrained by the arrival curve with the maximal speed in the AVR speed scheduling equal to $\frac{\alpha_u(D)}{D}$.

**Example 5.1:** Consider the example in Section IV. The analytically determined maximal speed of Algorithm AVR is $\frac{1}{4} = 1$ GHz for the example. As shown in Figure 4c, the maximal speed of the trace by applying Algorithm AVR is also 1 GHz in time interval $[7, 9]$ msec.

Moreover, the following theorem shows that the maximal speed of the resulting speed scheduling by applying Algorithm AVR is bounded by any feasible speed scheduling for a given trace $R$.

**Theorem 2:** Suppose that $s^*$ is the maximal speed for scheduling a trace $R$ by applying off-line scheduling. The maximal speed by applying Algorithm AVR for scheduling is at most $2s^*$.

**Proof:** Let us define $E(t^*)$, $s^*$, and $t^*$ by the same terminologies as in the proof of Theorem 1. Now, we prove that, in the trace $R$, any feasible off-line scheduling must execute at least at speed $\frac{s^*}{2}$ at some moment. Clearly, all the events in $E(t^*)$ have deadlines no later than $t^* + D$. Suppose that event $e_i$ is in $E(t^*)$. Let $\alpha_i$ be the earliest (latest, respectively) event in $E(t^*)$ arriving at the system at time $t_i$ ($t_i + D$, respectively). By definition, $t_i + D - t_i$ is no more than $D$. Moreover, $d_2 - t_1 = t_2 + D - t_1 \leq 2D$. Therefore, there must be some moment in interval $[t_1, t_2 + D]$ at which the scheduler is executed at some speed not lower than $\frac{C \cdot \left| E(t^*) \right|}{d_2 - d_1} \geq \frac{C \cdot \left| E(t^*) \right|}{2D} = \frac{s^*}{2}$, which proves the theorem.

B. Feasibility Analysis of Algorithm OPT

We now analyze the maximal speed of the derived schedule from Algorithm OPT for any input trace constrained by an input arrival curve. We will first show that the derived bound of the maximal speed in Theorem 1 also works for Algorithm OPT, but it might not be tight. Later in this subsection, we will give a tighter bound by simulating an adversative trace.

The following lemma shows that the solution of Algorithm OPT lasts for at least $D$ time units at the maximal speed of the schedule once it reaches the highest speed of the schedule.

**Lemma 1:** Suppose that $t'$ is the earliest time at which $s_{OPT}(t', R) \equiv \sup_t s_{OPT}(t, R)$. The schedule executes at a constant speed from time $t'$ to time $t' + D$.

**Proof:** Suppose for contradiction that the schedule changes the speed at time $t$, where $t' < t < t' + D$. By the definition of Algorithm OPT, we can only increase the speed at $t$, which contradicts the definition of time $t'$.

With Lemma 1, we can prove a loose bound of the maximal speed by applying Algorithm OPT.

**Theorem 3:** For any trace $R$ constrained by the upper arrival curve $\alpha_u()$, the maximal speed $s_{OPT}(R)_{max}$ by applying Algorithm OPT for scheduling is at most $\frac{\alpha_u(D)}{D}$.

**Proof:** Let us define $E(t^*)$, $s^*$, and $t^*$ by the same terminologies as in the proof of Theorem 1. With Lemma 1, we know that $s^* \leq \frac{C \cdot \left| E(t^*) \right|}{D} \leq \frac{\alpha_u(D)}{D}$.

As a result, if Algorithm AVR is applicable for the system, Algorithm OPT is also applicable. However, the above analysis might not be tight. For the rest of this subsection, we will analyze a tighter bound of the maximal speed of $s_{OPT}(t, R)$.

Suppose that $R^1$ is an infinite adversative trace of the arrival curve $\alpha_u()$ that is defined backwards from some time $t^1 > 0$ until $-\infty$ as follows:

- Fix a time instant $t^1$. 

• All events before $t^\dagger$ are released such that $R^\dagger(t^\dagger) - R(t^\dagger - \delta) = \alpha^u(\delta)$ for any $\delta \geq 0$.

The adversative trace $R^\dagger$ can be treated as the trace that has the largest interference at time $t^\dagger$. For example, the adversative trace of the motivational example in Section IV is shown in Figure 5.

Note that, by definition, $R^\dagger$ is infinitely long for an upper-arrival curve that is infinitely long, in which case Figure 5 only presents a part of $R^\dagger$. The following lemma shows that the maximal speed in schedule $s_{OPT}(t, R)$ is bounded by $s^\dagger$ where $s^\dagger = s_{OPT}(t^\dagger, R^\dagger)$.

**Lemma 2:** $s_{OPT}(t, R) \leq s^\dagger$ for any $t \geq 0$.

**Proof:** Suppose for contradiction that $t$ is the earliest time in the schedule of trace $R$ such that $s_{OPT}(t, R) \geq s^\dagger$, where $s_{OPT}(t, R) \geq s_{OPT}(t, R)$ for any $t$. By Lemma 1, we know that $s_{OPT}(t, R) = s_{OPT}(t, R)$ for any $t \leq t + D$. Suppose that $(t, t + D, R)$ is the amount of computation done in time interval $[t, t + D]$ by applying Algorithm OPT for trace $R$. Similarly, $(t, t^\dagger + D, R^\dagger)$ is that for trace $R^\dagger$.

We assume that $s_{OPT}(t, R) = (1 + \epsilon)s^\dagger$ for a positive $\epsilon$ since $s_{OPT}(t, R) > s_{OPT}(t^\dagger, R^\dagger)$. By Algorithm OPT, we also know that

$$\Lambda(t, t + D, R) = s_{OPT}(t, R)D = (1 + \epsilon)s^\dagger \geq (1 + \epsilon)\Lambda(t^\dagger, t^\dagger + D, R^\dagger).$$

We now discretize time interval $[0, t]$ by arrival times of events in trace $R$, i.e., $0 = t_0 < t_1 < t_2 < \cdots < t_n = t$ such that events in $R$ only arrive at the system at these discrete time instants. We denote the interval length of time interval $[t_k, t_k]$ as $\delta_k$. Suppose that in time interval $[t_k, t_k]$, trace $R$ releases $r_k$ events. We know that at time instant $t_k$, trace $R$ releases exactly $r_k - r_{k+1}$ events with computation demand $(r_k - r_{k+1})C$. Similarly, suppose that $r_k^\dagger$ is the number of events arriving the system in time interval $[t^\dagger - \delta_k, t^\dagger]$. By the definition of trace $R^\dagger$, we know that $r_k \leq r_k^\dagger$. Based on the assumption $\Lambda(t, t + D, R) > (1 + \epsilon)\Lambda(t^\dagger, t^\dagger + D, R^\dagger)$ and $r_k \leq r_k^\dagger$, we also know that $\Lambda(t - \delta_k, t + D, R) \geq (1 + \epsilon)\Lambda(t^\dagger - \delta_k, t^\dagger + D, R^\dagger)$ for any $k = 0, 1, 2, \ldots, n$. This implies that $R(t) - R(t - \frac{D}{\tau}) > R^\dagger(t) - R^\dagger(t - \frac{D}{\tau})$ or $R(t) > R^\dagger(t) - R^\dagger(t^\dagger - t)$, which contradicts the definition of $R^\dagger$.

The trace $R^\dagger$ provides an upper bound of the speeds used by Algorithm OPT, but it is infinitely long. Therefore, deriving $s^\dagger$ requires to release infinite events, which is impractical. To conquer this issue, we will present how to derive an upper bound of $s^\dagger$ by using an approximative trace $R'$ which has a fixed length.

For a given $\tau > D$, suppose that $R'$ is an approximative finite trace defined for the interval $[0, \tau]$ as follows:

- Release events such that $R'(\tau) - R(\tau - \delta) = \alpha^u(\delta)$ for any $\tau \geq \delta \geq 0$.

- For an event $\tau_i$ in $R'$ with arrival time less than $D$, i.e., $a_i < D$, change the arrival time of the event to $D$ without changing its absolute deadline.

Note that, trace $R^\dagger$ is a valid trace for the input event stream, while $R'$ is artificially created only for the purpose of the feasibility analysis. Figure 6 presents an example for $R'$ when $\tau = 8$ msc for the example in Section IV. The following lemma shows that for any given $R'$ constructed as described above, the maximum speed at time $\tau$ by applying Algorithm OPT for trace $R'$ is an upper bound of $s^\dagger$.

**Lemma 3:** $s^\dagger \leq s_{OPT}(\tau, R')$.

**Proof:** Since $t^\dagger$ could be any value, we will assume that the trace $R^\dagger$ is constructed such that $t^\dagger$ is $\tau$. Let $E'$ ($E^\dagger$, respectively) be the set of events in trace $R'$ ($R^\dagger$, respectively). By the construction of trace $R'$, if an event is released at time $t$ with $t \geq D$ in $R^\dagger$, the event is also released at time $t$ in $R'$. Moreover, if an event is released at time $t$ with $t < D$ in $R^\dagger$, the event is released at time $D$ in $R'$ but still with the same absolute deadline. For notational brevity, we index the events in $E'$ and $E^\dagger$ such that $e_i$ in $E'$ and $e_i^\dagger$ in $E^\dagger$ have the same absolute deadline by a one-to-one mapping.

Now, let’s discretize the time interval $(D, \tau + D]$ as $t_0 < t_1 < t_2 < \cdots < t_n$ such that the speed changes either in the speed schedule of $R^\dagger$ or $R'$, where $t_0$ is defined as $D$ and $t_n$ is $\tau + D$. Therefore, we know that at any time $t$ with $t_k \leq t \leq t_{k+1}$ for some $0 \leq k \leq n - 1$, $s_{OPT}(t, R') = s_{OPT}(t, R^\dagger)$ and $s_{OPT}(t, R^\dagger) = s_{OPT}(t, R^\dagger)$. To prove the statement, we are going to prove that $s_{OPT}(t, R') \geq s_{OPT}(t, R^\dagger)$ for any $k = 0, 1, 2, \ldots, n$ by applying mathematical induction.

Let $C_i(t, R')$ ($C_i(t, R^\dagger)$, respectively) be the remaining computation at time $t$ for event $e_i$ in trace $R$ ($R^\dagger$, respectively) by applying Algorithm OPT. As $s_{OPT}(t, R) = \max_{e_i} \left\{ \sum_{e_i, a_i \leq t_i, d_i \leq t_i + s_{OPT}(t, R)} \right\}$ for speed decision in Algorithm OPT, we are going to prove that $C_i(t, R') \geq C_i(t, R^\dagger)$ for any event $e_i$ and any $k = 0, 1, 2, \ldots, n$, which implies $s_{OPT}(t, R') \geq s_{OPT}(t, R^\dagger)$.
When \( k = 0 \), since trace \( R' \) does not release those events arriving in time interval \((0, D)\) in \( R' \) before time \( D \), we know \( C_i(t_0, R') \geq C_i(t_0, R) \). Suppose that when \( k = k' \), \( C_i(t_{k'}, R') \geq C_i(t_{k'}, R) \) for any event \( e_i \) in \( E' \) and \( E' \).

Let's now consider time instant \( t_{k'+1} \).

For the case that \( s_{OPT}(t_{k'+1}, R') < s_{OPT}(t_{k'}, R') \), by the hypothesis \( C_i(t_{k'}, R') \geq C_i(t_{k'}, R) \), we also know that \( s_{OPT}(t_{k'+1}, R') < s_{OPT}(t_{k'}, R) \). If \( s_{OPT}(t_{k'+1}, R') < s_{OPT}(t_{k'}, R') \), Algorithm OPT does not execute any event with absolute deadline later than \( t_{k'+1} \). Therefore, we know that \( C_i(t_{k'+1}, R') \geq C_i(t_{k'+1}, R) \) for any event \( e_i \) in \( E' \) and \( E' \).

For the case that \( s_{OPT}(t_{k'+1}, R') > s_{OPT}(t_{k'}, R') \), we know that at time \( t_{k'} \), Algorithm OPT decides to run at a constant speed from \( t_{k'} \) to a time instant \( t' \). Since \( s_{OPT}(t_{k'+1}, R') > s_{OPT}(t_{k'}, R') \), we know that \( t' \geq t_{k'+1} \) and \( t' \) is the absolute deadline of an event. By the hypothesis \( C_i(t_{k'}, R') \geq C_i(t_{k'}, R) \), it is not difficult to see that \( C_i(t, R') \geq C_i(t, R) \) at any time instant before \( t' \).

Therefore, since \( t_{k'+1} \leq t' \), we know that \( C_i(t_{k'+1}, R') \geq C_i(t_{k'+1}, R) \) for any event \( e_i \) in \( E' \) and \( E' \). For the case that \( s_{OPT}(t_{k'+1}, R') > s_{OPT}(t_{k'}, R') \), the analysis is similar.

Therefore, by induction hypothesis, we prove the statement that \( s_{OPT}(t_k, R') \geq s_{OPT}(t_k, R) \) for any \( k = 0, 1, 2, \ldots, n \), which also proves the lemma.

Based on Lemma 2 and Lemma 3, we know that \( s_{OPT}(\tau, R') \) is a safe upper bound of the maximal speed in \( s_{OPT}(t, R) \), where \( R \) is any trace constrained by an upper arrival curve, and \( R' \) is an approximative trace for the same upper arrival curve.

**Theorem 4:** For any trace \( R \) characterized by an upper arrival curve \( \alpha^R() \) and relative deadline \( D > 0 \), the maximal speed \( s_{OPT_{max}} \) by applying Algorithm OPT is computing is at most \( s_{OPT}(\tau, R') \), where \( R' \) is an approximative trace for \( \alpha^R() \) with length \( \tau > D \).

**Proof:** This can be shown directly with Lemma 2 and Lemma 3.

**Example 5.2:** For the example in Section IV, based on Theorem 4, we can compute an upper bound on the maximum system speed that Algorithm OPT uses when processing any trace \( R \) constrained by the arrival curves described in the example. Figure 7 illustrates the influence of parameter \( \tau \) on the tightness of the result from Theorem 4. As we can see for this example, the analysis is tight for \( \tau \geq 8 \) msec, i.e., \( s_{\tau} = s_{OPT}(8, R') = 0.8418 \) GHz.

VI. COMPETITIVE ANALYSIS FOR ENERGY MINIMIZATION

We say that an algorithm has a \( \rho \)-competitive ratio if it derives solutions that are at most \( \rho \) times of the energy consumption of the optimal off-line solutions. It has been shown in [4], [22] that the competitive ratio of Algorithm AVR (OPT, respectively) is \( 2^{-1}\gamma^2 (\gamma^2 \), respectively) when the system has more than one event stream. As a result, even though Algorithm AVR and Algorithm OPT cannot derive optimal solutions due to the lack of precise arrival information a priori, they can still provide solutions that are not far away from the optimal ones that are computed with clairvoyant information on arrival times.

Suppose that an on-line algorithm is applicable for the event stream. We are going to show that for systems with only one event stream, the competitive ratios of Algorithm OPT and Algorithm AVR are both \( 2\gamma \) for any input trace constrained by the given event stream. Suppose that \( R \) is given to the off-line algorithm and \( s_{OFF}(t, R) \) is the speed at time \( t \) of the optimal off-line schedule for energy minimization derived with the off-line algorithm proposed by Yao et al. [22]. The following lemma states the relation between \( s_{OFF}(t, R) \) and the on-line schedules.

**Lemma 4:** For any input trace \( R \) and any time instant \( t \), \( s_{OFF}(t, R) \geq \frac{1}{2}s_{OPT}(t, R) \) and \( s_{OFF}(t, R) \geq \frac{1}{2}s_{AVR}(t, R) \).

**Proof:** Suppose for contradiction that at time instant \( t^* \) with \( s_{OFF}(t^*, R) < \frac{1}{2}s_{AVR}(t^*, R) \). We can show that this contradicts the optimality of the off-line solution. The optimal off-line algorithm in [22] repeatedly finds the maximum intensity of intervals. To calculate the intensity of an interval \([t_{\ell}, t_r]\), the algorithm counts the number of events that arrive in this interval and also associate with deadlines in this interval. The assumption of \( s_{OFF}(t^*, R) < \frac{1}{2}s_{AVR}(t^*, R) \) leads to the predicate that \( |E_{t_{\ell}, t_r}| < \frac{1}{2}s_{AVR}(t^*, R) \) for any interval \([t_{\ell}, t_r]\) with \( t_{\ell} \leq t^* < t_r \), where \( E_{t_{\ell}, t_r} \) is the set of events \( e_i \) with \( t_{\ell} \leq e_i \leq t_r \). However, with similar arguments in the proofs of Theorem 2, we know that \( \frac{|E_{t_{\ell}, t_r}|}{t_r - t_{\ell}} \geq \frac{1}{2}s_{AVR}(t^*, R) \), which reaches the contradiction.

The proof for Algorithm OPT is very similar, and is omitted due to space limitation.

We conclude this section by showing the competitive ratio of Algorithm AVR and Algorithm OPT.

**Theorem 5:** Algorithm AVR and Algorithm OPT are both \( 2\gamma \)-competitive on-line algorithms for energy minimization.

**Proof:** The energy consumption is the integration of power consumption in time. Since the speed of the optimal off-line schedule is at least \( 0.5 \) of the on-line schedule by applying either Algorithm AVR or Algorithm OPT, we know...
that the energy consumption of their resulting solution is at most $2^7$ times of the optimal off-line energy consumption.

### VII. Performance Evaluation

In this section, we evaluate the performance of Algorithm SD, Algorithm AVR, and Algorithm OPT in terms of energy usage and required maximum speed, and compare them to the off-line algorithm proposed in [22], denoted as Algorithm Offline. Algorithm Offline is completely clairvoyant, it knows the arrival times of all events in advance and makes scheduling decisions with the optimal energy consumption and the optimal required maximum speed. Algorithm Offline is used only as a reference. At the end, we also compare the results observed in the experiments with results computed with Theorems 1 and 4.

**Experimental Setup:** For comparing the performance of the four algorithms, we use a set of 10 different event streams adapted from [21]. The streams are described with period, jitter, minimum distance, worst-case execution time, and relative deadline as given in Table I. For each stream, 10 random traces have been generated to be as close to the upper arrival curve as possible, each with length of 20000 msec. We measure the maximum speeds reached by each algorithm for scheduling the different traces for a particular stream, and calculate the average energy needed by each algorithm for scheduling the different traces for a particular stream.

When speed-dependent power consumption $P_{int}$ is negligible, on-line DVS scheduling must be done carefully since the critical speed does not play a role. Therefore, to demonstrate the impact of on-line DVS algorithms, we will assume $P_{int}$ is 0 and $s_{\text{min}}$ is 0 in our performance evaluation. The power consumption function of Intel XScale is adopted here for performance evaluation, in which the power consumption function $P(s)$ is approximately $0.04 + h(1.56(\frac{\text{GHz}}{\text{GHz}}))^3$ Watt. The maximum speed is 1GHz.

**Evaluation Results:** Results for the maximum speed required by all algorithms for the different streams are shown in Figure 8. For all streams, Algorithm AVR requires the highest speed. Followed by Algorithm OPT which more accurately computes at each time instance the speed necessary to process all unprocessed events in the system within their deadlines. Algorithms SD and Offline need the smallest maximum speeds. Algorithm Offline always chooses the optimal speed and this speed cannot be higher than the one computed with Algorithm SD but it may be lower. This is the case when a trace significantly deviates from the worst-case arrival because Algorithm SD relies only on the worst-case arrival ($\alpha^n$) to compute its constant execution speed.

Results for the average energy required by the algorithms to process all events from the different traces for each stream are shown in Figure 9. As can be expected, Algorithm Offline always shows the smallest average amount of energy. Followed closely by Algorithm OPT. Algorithms SD and AVR perform the worst. For the more bursty streams (1,3,4,5,6,9), Algorithm SD performs worse than AVR because it runs at a constant speed calculated with the assumption that a burst can happen at any time instant. While for the less bursty streams, Algorithm SD runs at a more optimal speed than Algorithm AVR and consumes less energy on the average.

In a summary, the experimental results clearly show the trade-offs in using the different scheduling algorithms. A static DVS schedule such as Algorithm SD, requires a low constant system speed that guarantees meeting real-time constraints. However, it may be energy inefficient when events do not arrive following the worst-case scenario. Such an algorithm can be suitable for systems that need to meet real-time constraints but available energy is not their primary constraint. On the other hand, online DVS algorithms can offer energy savings but they may require a higher system speed. There is a clear advantage for preferring Algorithm OPT than AVR since it requires a lower maximum system speed and it is more energy efficient on the average.
Experimental results show the tightness of the theoretical results from the previous part of the paper. In Table II, we compare the observed maximum speed from all traces scheduled with Algorithm AVR for each stream and compare it with the calculated result for the stream with Theorem 1. We do the same for Algorithm OPT and Theorem 4 with approximative traces of length $\tau = 3D$ msec where $D$ is the relative deadline of a stream. Results show that for a given stream it is possible to compute a tight upper bound for the maximum speed of Algorithm OPT which is valid for all traces from this stream even when a relatively short approximative trace is used.

Please note that generating the approximative trace is very efficient, taking less than 1 second on a Pentium 4 laptop.

### VIII. Conclusion and Future Work

The paper presents a framework for feasibility analysis of two on-line DVS scheduling algorithms, Algorithm AVR and Algorithm OPT. The analysis can be used for systems with general input event streams that are constrained by arrival curves. We present how to compute tight upper bounds on the maximum system speeds that these algorithms may require. Such analysis shows the feasibility of on-line DVS algorithms to real-time systems where requesting a speed that is higher than the maximum available can lead to missed deadlines. The competitive ratio for energy minimization of the two algorithms is also discussed and new results are presented. The theoretical results have been illustrated with a motivational example and a performance evaluation.

For simplicity of presentation, we only present the results for one event stream. But it is not difficult to see the analysis can be extended to multiple event streams. Suppose that $\alpha^u_i(\cdot)$ is the upper arrival curve for computation time at speed $s_{\text{max}}$ of event stream $S_i$ associated with relative deadline $D_i$. Algorithm AVR and Algorithm OPT will not use any speed higher than $\sum_{i=1}^{N} \alpha^u_i(D_i)$ for $N$ event streams. This is also tight for Algorithm AVR, but not tight for Algorithm OPT. How to design an adversative trace for Algorithm OPT is an open issue. For future research, we would like to analyze the maximum speed Algorithm OPT requires for multiple event streams, and develop our framework to a wider range of algorithms.
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