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Abstract

There is an increasing demand in small networked embedded systems. As packet processing is only a part of the whole application, these devices typically do not contain a highly specialized network processor but a standard communication controller with limited resources. The number of packets that are processed by these systems is low compared to standard routers. On the other hand, they typically have stringent real-time requirements. In this paper, we describe a middleware platform, RNOS, which merges the system analysis with the system implementation to enforce predictable system behavior. Experimental results are provided that show a good agreement between the properties of an implementation using RNOS and the corresponding formal analysis.

1. Introduction

A lot of focus has been put and is being put on research for high-performance core and edge network devices. The research objective is mainly the processing power, i.e. the number of packets per second that can be processed, and the extensibility of those systems. The questions that are addressed are optimal design, new architectures, better algorithms and implementation methods and tools, see e.g. [1-3].

There is another class of devices with different objectives. Small embedded devices, that have simple architectures and low performance, are deployed in large numbers. These are gateways of any type and small sensor/actuator devices with network attachment, providing a variety of services. Although these devices do not have a high capacity to process packets, they often have stringent demands to the real-time processing of certain flows. The keeping of deadlines is more important than the actual number of packets that can be processed. Just being faster would not help in most cases. Typically, these devices are low cost and are built around a standard communication controller, i.e. they do not contain a highly specialized network processor. Packet processing is usually only part of the complete application that is running on these devices, although a critical part with respect to predictability.

Significant work has been done in developing architectures for software based routers. In Click [4] applications are composed of elements, which is a natural way to design networking applications. Click however lacks the concept of flows and does not provide any mechanism to schedule the available resources. The Scout OS [5] has explicit paths to improve resource allocation and scheduling. It is a soft real-time system that provides admission control with respect to CPU load and memory, but it does not provide mechanisms to calculate backlog and delay of individual flows. A concept, that provides QoS to certain flows in a software based router while optimizing the throughput for best effort traffic, has been described in [6]. Although the concept is based on scheduling the CPU resource, it does not provide any real-time guarantees. An Estimation-based Fair Queuing (EFQ) algorithm that is used to schedule processing resources has been described in [7]. It also contains a concept for online estimation of processing times and an admission control. Again, no real-time guarantees can be provided. Summarizing, there are solutions available for various issues in software based routers. A unifying approach for small embedded devices is missing that enables as well a formal analysis as an implementation that matches the predicted behavior.

This paper describes RNOS (Real-time Network Operating System), a middleware platform for low-cost packet processing devices with real-time requirements. The RNOS consists of an analysis model and an implementation model. The analysis model allows the exploration of packet processing applications for different input and resource scenarios with real-time requirements. The implementation model allows a seamless implementation of the analysis model on a single CPU system and guarantees the real-time behavior provided by the formal analysis of the model. As a result of the matching analysis and implementation model, we obtain a platform for the design of predictable small embedded devices.
The remainder of the paper is organized as follows: Section 2 describes the scenario we use throughout the following sections to illustrate the applicability of the approach. Section 3 presents the analysis model and Section 4 describes the implementation model of the software platform. In Section 5 we report measurement results and compare them with analysis results. Finally, we summarize and comment on future work in Section 6.

2. Scenario

A single scenario is used to illustrate the concepts presented in this paper. An existing home access router shall be extended with Voice over IP (VoIP) functionality. The hardware shall remain the same, with the only exception of an additional module that will be plugged to an existing extension port. That additional module, called VoIP-module, has the necessary DSP resources to code/decode the voice packets and detect/play DTMF tones and it has all the physical interfaces required to connect traditional phones or a PBX. Figure 1 shows the block-diagram of the hardware used in this scenario.

As an engineer we are faced with the following questions. How many voice channels are possible? Will the VoIP feature degrade existing functionality and by how much?

The hardware of the home access router is based on a commercial communication processor. It has two Ethernet interfaces and an extension port for the VoIP functionality. The extension port is a 16-Bit host port interface that connects seamlessly to the DSP. An external SDRAM provides the necessary memory for packets, data and the application. Independent DMA controllers and the CPU arbitrate for the memory. Dedicated hardware units are responsible for reception and transmission of Ethernet packets. The communication controller runs with a clock frequency of 50MHz. The CPU has 4kbyte instruction and data cache. The total bill of material is less than US$ 100 for low volumes, including the VoIP module.

3. Analysis Model of RNOS

The platform RNOS consists of two closely related parts, an analysis part and an implementation part. The purpose of the analysis part is to model the whole system in terms of application, input scenarios and resource usage and to provide a methodology that enables the analysis of relevant system properties. The implementation part which will be discussed in Section 4 provides a middleware infrastructure and a programming interface to implement those systems. It is constructed in a way that matches the formal models in the analysis part such that the predicted system behavior is obtained.

The analysis part of RNOS consists of formal models for the application, the input scenarios in terms of packet streams, the available hardware and software resource, and of a calculus, which allows determining the throughput and delaying as experienced by the input streams. The basic model is taken from [8] and extended towards the networking domain and small embedded devices.

3.1. Application Model

The application model defines the required functionality of the system. To be useful, the application model has to be easy to use and has to be able to capture the domain specific functionality [9]. One way of modeling the whole application is based on a partitioning into small processing units that will be denoted as tasks. In addition, the application model will be based on the notion of events, e.g. a packet has been received or a timer elapsed. The combination of these concepts leads to the natural model that each event in the system has its own “program” that is triggered for execution when the event occurs and that consists of tasks.

Tasks

Tasks are non-preemptive execution blocks of code. Packets are received and delivered through at most one input and an arbitrary number of outputs, respectively. When a task executes, it takes the packet from the input, processes it and, depending on the content of the packet, puts the packet on one of its outputs. A source task has no inputs and will receive its packets from a driver, e.g. from an Ethernet driver. A sink task has no outputs and will either consume the packet or it will pass the packet to a driver for transmit, e.g. to the Ethernet driver, or pass it to the user mode, e.g. to the socket interface. The worst case and best case execution times of each task need to be known, either by formal analysis or by simulation in case of soft real-time constraints.

Task Trees

A whole application contains a set of task trees which consist of connected tasks. In particular, each output of a

![Figure 1: Block-diagram of the low-cost Embedded System used in the Scenario](image-url)
A packet will traverse the task tree from the source to a sink. The source task will receive a packet, e.g. from Ethernet, process it and pass it to one of its outputs depending on the content of the packet where it is processed by the subsequent task. A packet will follow exactly one path when it traverses the task tree.

Figure 2 shows a simplified task tree for packet reception in an IP router. The task tree is simplified as it does show the paths for IP packets only. The complete application consists of a number of such trees, one for each packet source.

**Example 3.1** In our scenario, we add the processing for VoIP traffic to the standard IP router functionality. Voice is especially sensitive to delay and delay jitter. It has been shown that a significant source of delay is the end-system itself [10]. Therefore, we add an optimized path for VoIP data packets to our task graph. To use the standard path for IP/UDP processing and pass the packet to the socket interface would be an unnecessary overhead. Figure 3 shows the extended task graph for packet reception with VoIP.

The voip-data-mux task has a filter that is optimized to filter VoIP data traffic. If the filter matches, it is a VoIP data packet. Then the packet is passed to a combined and highly optimized IP/UDP receive task. The RTP (Real-time Transport Protocol) receive task follows and finally the packet is passed to the DSP for decoding. The reverse direction is similar (not shown): DSP, RTP, UDP/IP and finally Ethernet transmit.

**3.2. Input Model – SLA, Flows and Microflows**

The input model has to capture packet flows that are specified using service level agreements and packet flows, for which we do not know exactly (or know nothing) about how they will arrive at the system inputs.

A service level agreement (SLA) specifies end-to-end quality of service properties for a flow. A flow is identified by a set of common properties derived from data in the packet. Typically these are the incoming interface, ranges of source and destination IP addresses, transport protocol and ports or port ranges. A service level agreement usually contains parameters as minimum bandwidth, maximum delay, loss probability and maximum jitter. Another form of an SLA is the T-Spec model of IETF [11].

Each packet that is received by our application belongs to a flow. There is a service agreement for each flow, which specifies the end-to-end properties of that flow and therefore specifies how we should treat the packet inside our application, e.g. with what priority the packet should traverse the task graph. All the packets that do not match a flow are associated with the best effort flow. The best effort flow has no end-to-end quality of service properties and therefore has lowest priority.

Packets of the same flow might not traverse the same path in the task tree. A flow specification might cover a larger set of connections, a connection being defined as having the same incoming and outgoing interface, same
source and destination IP address, the same transport protocol and the same source and destination port. In our model such a connection is called microflow. Packets that belong to the same microflow will traverse exactly the same path through the task tree. Figure 4 shows a flow that consists of two microflows; each of those traverses a different task path.

![Figure 4: Flow and Microflow](image)

Service level agreements can easily be formalized as arrival curves and deadlines, see e.g. [8], [12].

**Definition 3.1** $\alpha^l(\Delta)$ is the minimum number of packets that arrive in any time interval of length $\Delta$. Similar, $\alpha^u(\Delta)$ is the maximum number of packets that arrive in any time interval of length $\Delta$.

The upper and lower arrival curves specify the bounds for arrival of traffic. Therefore, we can model the uncertainties of the arrival of packets. The deadline is an internal deadline for the execution of packets of that flow. It is specified depending on the priority of a flow.

Summarizing, a flow consists of one or more microflows and its quality of service requirements are specified using arrival curves and a deadline. All packets of a microflow will pass the same task path and in the order of arrival.

**Example 3.2** In our scenario, we have a flow for the VoIP data receive and transmit traffic, a flow for the VoIP control receive and transmit traffic and a best effort flow for all other input packets.

The SLA for the VoIP data receive traffic is very stringent if a quality comparable to traditional PSTN quality should be reached [13]. The SLA for VoIP-data (uni-directional) could be specified as follows:

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum bandwidth</td>
<td>108kbit/s</td>
</tr>
<tr>
<td>Maximum delay</td>
<td>160ms</td>
</tr>
<tr>
<td>Loss probability</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Maximum jitter</td>
<td>120ms</td>
</tr>
</tbody>
</table>

The minimum bandwidth can be calculated by adding the protocol headers to the payload and multiply it with the number of packets per second. For G.711 [19] with a packet period of 10ms this gives 138 bytes per packet which is about 108kbit/s per direction (14 to 18 bytes Ethernet header, 20 bytes IP header, 8 bytes UDP header, 12 bytes RTP header, 80 bytes payload and 4 bytes Ethernet CRC).

From the given SLA we determine an arrival curve and a deadline. The arrival curve gives the lower and upper bounds for the number of packets to be processed in any time window. The bandwidth itself is not considered here. All the tasks in the application have a per-packet execution time only. The SLA defines a maximum jitter of 120ms, which means that we could receive a burst of 12 VoIP data packets at line rate. The line rate in our scenario is 10Mbit/s. A packet of the size of 138 bytes requires about 106μs on the line. Figure 5 shows the arrival function for the VoIP data receive traffic. The total delay a user will experience consists of the network delay plus the delay introduced by the end-systems. As we want to minimize the delay of VoIP-data traffic introduced by our system, we set the deadline to the execution time for the task path on the target system. Therefore, the flow will have maximum priority.

![Figure 5: Upper and lower arrival curve for a VoIP data traffic receive flow](image)

The VoIP data transmit traffic is a constant packet rate flow. The data packets are generated at a constant rate by the DSP. Usually, it is a 10ms period for G.711 and longer periods for other coders. VoIP control traffic occurs mostly at call setup and teardown. During the calls, not much information is exchanged between the endpoints or an endpoint and gatekeeper. The amount of also depends on the actual protocol and which variant thereof is used, see also [14-18].

The best-effort flow has an upper arrival curve that is equal to the line rate. The deadline of the best effort flow is infinite and therefore it has lowest priority.

### 3.3. Resource Model

The resource model for the target systems, i.e. small, low-cost, single CPU systems, is simple. We model the single CPU resource using a service curve as proposed in [8].

**Definition 3.2** $\beta^l(\Delta)$ is the minimum available CPU time in any time interval of length $\Delta$. Similar, $\beta^u(\Delta)$ is the...
maximum available CPU time in any time interval of length $\Delta$.

Therefore, upper and lower service curves specify the bounds for the availability of the CPU resource. They allow us to work with uncertain availability of the resource. We will denote the available CPU time as CPU capacity in the following.

![Figure 6: Upper and lower service curves for a CPU resource](image)

**Example 3.3** In the scenario, the CPU of the communication controller runs a standard real-time operating system. The real-time operating system will provide 6ms of a 10ms interval to the execution of the tasks. The other 4ms will be used to run other (user-level) applications. Nevertheless, this approach is can be measured while the system is under maximum load or idle, respectively. Another possibility is to formally analyze the tasks which load or idle, respectively. Nevertheless, this approach is capable of determining the throughput of complex network processor architectures. The equations are slightly different from those in [8] and yield closer bounds. At first, we define some operators that will be used:

$$
\nu(\Lambda) \wedge w(\Lambda) = \min\{\nu(\Lambda), w(\Lambda)\}
$$

$$
\nu(\Lambda) \oplus w(\Lambda) = \inf_{0 \leq \lambda \leq \Lambda} \{\nu(\lambda) + w(\Lambda - \lambda)\}
$$

$$
\nu(\Lambda) \ominus w(\Lambda) = \sup_{0 \leq \lambda \leq \Lambda} \{\nu(\lambda) + w(\Lambda - \lambda)\}
$$

$$
\nu(\Lambda) \ominus\ominus w(\Lambda) = \inf_{0 \leq \lambda \leq \Lambda} \{\nu(\lambda) + w(\Lambda - \lambda)\}
$$

Using these definitions, the required relations can be expressed as follows:

$$
\alpha^- = e^-_{p_f, p_i}
$$

$$
\alpha^- = \frac{e^-_{p_f, p_i}}{e^-_{p_f, p_i}}
$$

(1)

$$
\alpha^- = \frac{e^-_{p_f, p_i}}{e^-_{p_f, p_i}}
$$

(2)
Equations (1) and (2) are used to scale the arrival of packets with the execution times and back. The resulting worst case delay of packets can be calculated to be the maximal horizontal distance between the upper arrival and lower service curves, i.e.

\[ \alpha'' = (\alpha' \oplus \beta') \land \beta'' \] (3)
\[ \alpha' = (\alpha'' \ominus \beta') \land \beta' \] (4)
\[ \beta'' = (\beta' - \alpha') \ominus 0 \] (5)
\[ \beta' = (\beta' - \alpha') \ominus 0 \] (6)

Equations (1) and (2) are used to scale the arrival of packets with the execution times and back. The resulting worst case delay of packets can be calculated to be the maximal horizontal distance between the upper arrival and lower service curves, i.e.

\[ \text{delay} \leq \sup_{\tau \geq 0} [\inf \{ \tau : \alpha''(u) \leq \beta'(u + \tau) \}] \]

The calculations have been derived for preemptive tasks. As the tasks in the application model of RNOS are non-preemptive execution blocks, the actual worst case delay is the calculated delay plus the execution time of the longest task, i.e. \( \text{delay} + \max(e_i) \). For best effort we use the worst case and best case execution times \( e'_i \) and \( e''_i \), instead of \( e_i \) and \( e''_i \). Figure 7 represents graphically the calculation scheme that is applied.
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Figure 7: Calculation scheme

To get the priority of the flow \( F \), we divide the deadline \( d_F \) by the upper execution time \( e''_F \) of the flow. A lower number denotes a higher priority. Now we can repeatedly apply the calculation scheme shown in Figure 7 to the fixed priority scenario as shown in Figure 8.

**Example 3.4** In our scenario we would like to know how many voice channels can be processed and what the impact is on the best effort forwarding service. As packets can arrive at line rate and the system is not capable of processing all the packets at line rate, there must be a flow filter early in the task tree. Up to the flow filter, the system has to process all the packets that arrive at the system. Only after the flow filter, the system will know which packets to prioritize. Figure 9 shows the added flow-filter task in the task tree for packet reception.

![Figure 9: Added flow-filter task in task tree for packet reception](image)

Table 1 shows the upper execution times and the deadlines for the flows, including the special flow-filter flow, which includes the tasks eth-mac-rx and flow-filter. The flow-filter flow contains all packets. The arrival curve for the flow-filter flow is the maximum packet rate (smallest packet size divided by line rate). The arrival curves of the other flows have been discussed previously.

![Figure 8: Fix-priority calculation scheme](image)

<table>
<thead>
<tr>
<th>Flow</th>
<th>Upper Execution Time</th>
<th>Priority/Deadline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow Filter</td>
<td>22( \mu )s</td>
<td>22( \mu )s</td>
</tr>
<tr>
<td>VoIP Data Receive</td>
<td>68( \mu )s</td>
<td>1000( \mu )s</td>
</tr>
<tr>
<td>VoIP Data Transmit</td>
<td>48( \mu )s</td>
<td>2000( \mu )s</td>
</tr>
<tr>
<td>VoIP Control Receive</td>
<td>678( \mu )s</td>
<td>100'000( \mu )s</td>
</tr>
<tr>
<td>VoIP Control Transmit</td>
<td>778( \mu )s</td>
<td>100'000( \mu )s</td>
</tr>
<tr>
<td>Best Effort Packet Forwarding</td>
<td>258( \mu )s</td>
<td>Infinite</td>
</tr>
</tbody>
</table>

Figure 10 depicts the best effort traffic forwarding rate depending on the number of active voice channels.
The above described calculus allows us to calculate the backlog and delay of each individual flow.

As an example, we can determine the influence of the worst-case arrival jitter of voice data traffic on the delay of the receive control traffic. Figure 11 depicts the results for a worst-case jitter of 0, 60, 120 and 180ms.

With the calculus and the model it is easy to determine weak points in the system and where optimizations are worth to consider. It is obvious, that the implementation of the flow-filter should be very efficient; otherwise, most of the available resources will be spent filtering input traffic.

1. The middleware is constructed in a way that matches the analysis model. Therefore, the performance properties of the resulting implementation are within the calculated bounds.
2. The programming interface reflects the abstraction provided by the application structure, i.e. task trees and task paths, and the input model, i.e. flows and microflows.

In addition to the application, input and resource models described in section 3, two further concepts are provided to build the implementation model. One is the path-thread, which links packets (which are part of a flow and belong to a microflow) with a task path. The task path is defined by the microflow the packet belongs to. The second element is the scheduler, which decides which path-thread and therefore which task is executed next.

4. Implementation Model of RNOS

The implementation part of the middleware platform provides the necessary infrastructure and application programming interface to implement applications that have been modeled using the analysis model. The approach is characterized by two properties:

1. The middleware is constructed in a way that matches the analysis model. Therefore, the performance properties of the resulting implementation are within the calculated bounds.
2. The programming interface reflects the abstraction provided by the application structure, i.e. task trees and task paths, and the input model, i.e. flows and microflows.

In addition to the application, input and resource models described in section 3, two further concepts are provided to build the implementation model. One is the path-thread, which links packets (which are part of a flow and belong to a microflow) with a task path. The task path is defined by the microflow the packet belongs to. The second element is the scheduler, which decides which path-thread and therefore which task is executed next.

Example 4.1 In our scenario we have a source path-thread that matches the incoming packet to a microflow. If the microflow is known, the source path-thread will create a new path-thread for the packet of that microflow. Otherwise, it will create a path-thread for the default non-real-time flow. Figure 13 shows the source path-
thread and three path-threads that might be created by the source path-thread.

Figure 13: Source Path-Thread and three other Path-Threads

4.2. Scheduler

The scheduler decides which path-thread runs next. The selected path-thread will execute one task and surrender control back to the scheduler. We use an EDF scheduler to schedule the path-threads. As the tasks are non-preemptive, the granularity of the tasks provides the preemption points for the EDF scheduler. Non-real-time flows have an infinite deadline and therefore get only executed when there is no pending packet of a real-time flow.

4.3. Implementation

The RNOS is implemented on top of an existing real-time operating system. It runs in one thread of the RTOS. The only precondition to the RTOS is that it must be capable of providing a predefined amount of processing power to the RNOS. In our implementation, the RNOS gets 6ms of processing power in each interval of 10ms, see Example 3.3. RNOS is implemented in Embedded C++. A complete set of APIs and base classes allow an efficient implementation of networking applications. Figure 14 depicts the elements of the RNOS and that it runs in a thread of the underlying RTOS.

Figure 14: RNOS runs in a thread of the underlying RTOS

Programming with RNOS is different to programming with a standard RTOS. Applications are built from a set of existing and new tasks. Since the analysis cannot be completed without having the worst case and best case execution times of all the tasks, the tasks itself have to be programmed first. The RNOS supports the measurement of worst case and best case execution times. The best case execution time is measured while executing the task on an idle system while all the interrupts are disabled and the task has been preloaded into the cache. The worst case execution time is more difficult to determine. It is measured having all caches and interrupts disabled. To that, the worst case execution times of the interrupt service routines are added. Another possibility to get the execution times is to formally analyze the compiled task code, see e.g. [20]. The more tasks that are available, the more RNOS becomes a construction kit to build networking applications. With RNOS, we have path-threads instead of standard threads. The life-time of a path-thread is short, compared to standard threads. It exists only as long as its associated packet has not been processed completely. For each packet there is a path thread. As we are concerned with packet processing only, the path threads appear to be a very natural way of programming. Table 2 gives some analogies of the elements of a traditional RTOS and RNOS.

Table 2: Analogy of RTOS and RNOS

<table>
<thead>
<tr>
<th>Real-time Operating</th>
<th>Real-time Network Operating System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction</td>
<td>Task</td>
</tr>
<tr>
<td>Program</td>
<td>Task Path</td>
</tr>
<tr>
<td>Thread</td>
<td>Path-Thread</td>
</tr>
<tr>
<td>Program Counter</td>
<td>Task Counter</td>
</tr>
<tr>
<td>Thread Priority</td>
<td>Deadline</td>
</tr>
<tr>
<td>Registers and Memory</td>
<td>Packet and Packet Annotations</td>
</tr>
</tbody>
</table>

The RNOS is not free of overhead. The creation and termination of path-threads and switching between path-threads reduce the CPU capacity available to the
processing of tasks. The overhead of RNOS has been determined by comparing the throughput of the system dependent on the number of thread-switches. Compared to a hand-coded system without path-threads, an overhead of 1% of the overall execution time for the creation and termination of path-threads and 3% for each switching between path-threads is introduced on our example system. If we allow less preemption points (by combining several tasks to a virtual task), the delay incurred to real-time flows increases and the overhead decreases. The granularity of tasks influences the trade-off between packet delay and available throughput. The investigation of this relationship is subject of further work.

5. Measurements & Comparison

We have measured the best effort forwarding rate under worst-case conditions. Figure 15 shows the measurement setup. The SmartBits is a professional network performance analysis system. It produces Ethernet traffic at line rate with 64 byte packets on line A. System 1 forwards this traffic to System 2 which forwards it back to the SmartBits (by line B). This way it is possible to measure throughput and delay. Additionally, we inject voice calls from System 1 to System 2. The scenario represents a worst case system load for our example system. The voice channels do not get distorted (measured with Abacus, a professional telephony test system), i.e. the voice data packets are processed with highest priority, while the traffic generated by the SmartBits represents the worst case load for the example system. Figure 16 shows the measured and calculated best effort traffic that is forwarded depending on the number of active voice channels.

The measured numbers are 1-5% higher than the calculated numbers. For zero voice channels, the numbers lie within the inaccuracy of the measurement (1%). The larger the number of voice channels, the larger becomes the difference. The cache efficiency is higher with larger number of voice channels, as the voice packets arrive in bursts (voice packets of all channels come immediately behind each other) and therefore a better cache hit ratio occurs.

6. Conclusion and Outlook

The software platform RNOS allows a natural domain specific modeling of applications for single CPU systems. Using the real-time calculus, the system parameters can be explored and weak points of the system can be exposed early in the design cycle. In a second step, the modeled application can be implemented seamlessly on top of RNOS. The results that are obtained with the real system are comparable with the results obtained in the analysis, which was one of the major goals of this work.

There are several open questions that will be investigated further. One issue is related to the granularity of tasks and the corresponding impact on delay, throughput and overhead. A next question is related to the assignment of deadlines. The current implementation adds a static deadline to each packet. At least for multimedia flows we could add deadlines depending on the current state, e.g. a buffer level. The provided calculus needs to be extended in order to cope with this extension. A final issue is the analysis of trade-offs related to the batch-processing in terms of a better cache usage, a smaller overhead and an increased packet delay.
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