Power Agnostic Technique for Ef cient Temperature
Estimation of Multicore Embedded Systems

Abstract—Temperature plays an increasingly important role in the
overall performance of a computing system and in its reliabity. Increased
availability of multi- and many-core systems provides an oportunity to
manage the overall temperature pro le of the system by clevdy designing
the application-to-core mapping and the associated scheting policies.
There are clear penalties associated with an uncontrolledemperature
prole: a core reaching a critical temperature usually activates built
in shut down or voltage and/or frequency scaling mechanismso cool
it down, thereby leading to unplanned performance loss of th system.
Similarly, deep thermal cycles with high frequency lead to svere deteri-
oration in the overall reliability of the system. Design spae exploration
tools are often used to optimize binding and scheduling choes based
on a given set of constraints and objectives. These exploiah tools rely
on fast and accurate temperature estimation techniques. Wargue that
the currently available techniques are not an ideal t to desgn space
exploration tools, and suggest a system level technique vehi is based
on application ngerprinting. It does not need any information about
the processor oorplan, the physical and thermal structure, or about
power consumption. Instead, its temperature estimation idbased on a set
of application-speci ¢ calibration runs and associated tenperature mea-
surements using available built-in sensors. Using extena experimental
studies, we show that our technique can estimate temperataron all cores
of a system to within 5°C, and is three orders of magnitude faster than
state of the art numerical simulators like Hotspot.

I. INTRODUCTION

Beyond the analysis and control of the maximal temperatire,
is also important to investigate thermal cycles: the maugieitand
frequency of temperature changes on a multiprocessor nces its
reliability, see [10], [11], [12].

Embedded multiprocessor embedded systems with resource co
straints generally do not have spare computational powailadole

to decide online on task mapping and scheduling such that all

temperature and performance metrics are met. Thus, a @Edent
large design space needs to be explored of ine using teryrera
aware exploration tools, They evaluate various mappings satect
the one which is most suitable according to provided opttidn
criteria.

The overall objective of this work, therefore, is to develap
fast and yet accurate temperature estimation frameworkchatan
be used in design space exploration iterations. The probdém
correctly estimating the temperature pro le of all coresangiven
multiprocessor has traditionally been solved by using twmimon
approaches. One solution is to use a low-level thermal sitanllike
Hotspot see [13]. Building a numerical temperature simulator for a
given multiprocessor requires detailed knowledge of therptan
and electrical characteristics such as technology nodeyatage,
materials used, and power consumption of each micro-athital

Temperature has become a rst order concern in an optimizggit in the processor, just to name a few. This informatiomas

use of modern microprocessors due to signi cantly highewgro
densities, see [1], [2]. Managing the temperature pro leacfystem
is critical, specially in high performance safety criticgplications,

easily available, requiring designers to approximate thgsigal
and electrical characteristics of the processor, which meag to
unacceptable inaccuracies of the estimated temperatNteserical

like embedded electronic control units (ECUs) in a moderto-au simulators also tend to be too slow to be used in an iterathgigd-
mobile. These ECUs are generally mounted in areas whereeambispace exploration tool.

temperature is already high, such as in the vicinity of thgirem
itself. This creates a situation where thermal affects gfliaptions
running on the ECU must be carefully controlled to achievialée

and consistent computational performance, see [3]. REfjabon-

siderations are now driving these systems towards muéibased
architectures, see [4], [5]. Thus, in general, a set of appbns
running on embedded multiprocessor architectures musatafutly

analyzed for their impact on the temperature pro le.

Different applications stress a given multiprocessor clifferently,
thereby giving rise to different temperature proles ovémeé. It
may be even possible that excessively high temperatures tea
the phenomenon of “thermal runaway” causing physical destn
of the computing hardware, see [6]. Normally, a core expeiigy
temperatures near some critical value, automaticallgérig dynamic
temperature control techniques like shut-down or DFVS, [§8e
leading to an unplanned loss of quality-of-service, see [8].
Such performance disruptions make it hard to provide erehtb
performance guarantees about the system. Automatic timgpef

It is generally feasible to get total power consumption o th
processor by using any of the measuring techniques dedantj&4],
[15]. On the other hand, without detailed circuit and handwim-
plementation information, it is not possible to get an aateibreak-
down of the total power amongst the micro-architecturataufpower
density distribution). Consequently, abstract tempeeatoodels have
been reported in [16] which attempt to estimate the temperat
pro le as a function of total power consumption of each corbis
kind of abstract models can be computed quickly, but leadshimh
degree of inaccuracy, since it considers a few observabiknters
only to calculate the temperature, e.g. the total power wopsion
of a processor. We argue that it is not possible to build acehtly
accurate thermal model by making use of this kind of coara@égd
abstraction.

A. Motivational Example

The approach used in this work is unique, since it does ndtaatis

these techniques can be avoided if one can ensure that th&f seaway power density distribution information as a given ajajion

applications mapped to the cores of a multiprocessor, aleitly
the scheduling algorithms used on each core, will never tead
temperature increase beyond the critical values. Even fifadhc
power reduction techniques are applied, the availabilfty @roper
thermal analysis methodology will allow for a combined tergiure

executes on a core of a multiprocessor. Such abstractioregah
to a high degree of inaccuracy as shown in the following sesti
To motivate the discussion, a commonly used hardware aathite
is used, which allows us to clearly identify de ciencies afrent
approaches. Please note that the new techniques that viddmibed

and performance analysis that can be used to explore diternain later sections do not need information about hardwaraeilddtke

mapping, scheduling and thermal management mechanisms.

oorplan or power-density information.



1) Correct Temperature Trace Estimatiohet us consider a four-
core chip-multiprocessor (CMP) on which three applicaiane run- &7 ; ; B ; ;
ning denoted aproducer FFT andconsumersee Figure I-Al. The ;9 i _
produceris in charge of creating data for tif=T application, which i i it H H
in turn supplies the results to tlensumerapplication for display.
Both, producer and consumer are 1/O intensive applications and itf:so—
can be expected that a considerable amount of power is causur™
in data caches. On the other harfékT is a compute-intensive
application and the ALU will dominate the power consumptioin 30~
the corresponding processor core. All three applicatiamseme the

same total amount of power. - {—Producer (Core 1) M M

40-

10 | —Consumer (Core 4)
---FFT (Core 2)
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Figure 2. Temperature trace on four cores due to runningicaioins
Producer, Consumeand FFT.

FFT on newer embedded CMPs, such as Nvidia-Tegra used in
Figure 1.  Producer (P), FFT and Consumer (C) applications am a mpblle devices, or the multlcorel ARM (e.g., Qortex AS?) PISKIEES.
CMP. The power density distribution in micro-architectuc@mponents of Without the knowledge of detailed oorplan information, teiéed
the cores 1 and 2 is shown, where lighter shades show arebshigher Power information (at the granularity of micro-archite@tuunits) as
power consumption. well as detailed thermal models, numerical simulators oabha used
with suf cient accuracy. As shown above, simple abstractdeis
The left oorplan shows the power consumption on core 1 wheguch as (1) exhibit limited accuracy.
producer is running, while the right oorplan shows the power 3) Computation Time:The temperature trace in the previous
distribution on core 2 when FFT executes. The temperatunsose example was calculated using Hotspot at a temporal resaluf
is located near the upper left corner of the processor. héhée 1ms, which took approximately hours to complete even in case of
more sensitive to the heat generated by the computatioritd ah g relatively short trace df00ms. Design space exploration is usually
the processor. an iterative process in which many sample candidate mapping
According to frequently used coarse grained temperatute esnvestigated. Therefore, this class of numerical simutatis not
mation techniques such as those in [17], [16], the tempe¥aisi appropriate due to their long run-time. In order to be usffutiesign
estimated as a function of total power consumption of a dorespace exploration, a temperature estimation method shiephésent
according to a different trade-off in terms of speed and accuracy. In taudi it
Ti(t) = fi (Pa(t);:::5Pn(t)) (1) should not rely on often unavailable information such asaittsd

whereP; (t) denotes the total power consumption of processor coPgwer, layout, physical and thermal models.

i in the CMP at timet. B. The Problem

The temperature trace on the cofe and4 is shown in Figure
I-Al. The temperature simulation was performed on Hotsping . )
the Alpha 21264 physical and thermal structure and powereﬂnocxCan be described as follows:

Based on the above discussion, the problem that needs tdveel so

as supplied with Hotspot. Power numbers were generated fihem Given a possibly heterogeneous chip multiprocessor system
Wattch/Simplescalar tool chain [18]. Temperature in uenfrom S and a set of applicationé: estimate the temperature
cores to their neighbors has been accounted for. All apjpics trace on all cores of with suf cient speed and accuracy as
run according the same schedule: tasks execute in lock-s&p required for design space exploration. The method should
cores 1, 2, and 4 have the same total power trace over time. hot depend on prior availability of power, layout, physical
Communication between cores is implemented using FIFOehsiff and thermal models of the hardware platform.

In such a scenario, a simple coarse grained model such a} dgaifl As we will see below, the ngerprinting approach as proposed
not be expected to yield accurate results since it is ohlwito the this paper replaces the detailed knowledge about platfoternals
power density distribution in the cores. The model will poedhe by a limited set of calibration runs where applications axeceted
same temperature trace for cores 1, 2 and 4, which may beasimibn the platform and temperature traces from the interna@snare
to one of the temperature traces shown in Figure I-Al or an averagecorded.
trace, depending on hofy is constructed. The temperature estimates o
due to (1) will be inaccurate even if all the applicationstie example C- Our Contribution
were executed on the same core. An iterative design space exploration (DSE) may not use migade
We can conclude that ignoring the power density distributiosimulators due to their high computational requirementeréfore,
between the micro-architectural units can lead to largergrin the abstract solvers which calculate temperature traces hasdithited
temperature estimates. On the other hand, detailed posgibdtion information are the preferred candidates for integratioto iDSE
of total power in a processor core is hardly available for amdern tools. Thus, the focus of this work is to develop a method tereine
processor as it would necessitate detailed circuit andiphlysodels. the thermal system behavior with suf cient speed and aegusach
2) Platform Constraints: A system designer may be interestedhat many mappings oA onto S can be quickly evaluated. In
in evaluating the temperature trace dueproducer, consumeand particular, we demonstrate a technique to build a thermatiaho



relying on the results of a limited set of calibration runsliming power consumption always implies a unique temperatureilolision.
temperature measurements. This model is combined with imgppSeparate databases are created for temperature increimérs
and scheduling information and results in the desired eséch application raises the temperature of the CMP) and for teatpee

temperature traces.
Speci cally, our contribution is a temperature evaluatisame-
work which:

decrements (application is not active). Since temperathi@nges
depend on the current temperature of a core, it is not clehpasto
how much data is required to model all possible switchinghades.

Can correctly determine correct a temperature trace evamwh Thus, conventionally available solutions either assunee abail-
two applications running on CMP consume the same total pow@pility of hard to get information (numerical simulatorsskd ap-

but exercise different micro-architectural units;

proach) or are too abstract for estimating correct tempegatraces

Does not require knowledge of power traces, and does r@bstract power-model based models).

assume that all cores of the CMP are homogeneous;

Can model and evaluate temperature effects of various mgppi

I1l. SETUP AND NOTATIONS

policies in terms of peak temperature, dynamic temperatureln the following sections, we assume an arbitrary chip rpudti

range both in space and time;

cessorS consisting ofN 2 N coresS; 2 S. It is not necessary

Does not depend on prior knowledge of details about thbat all cores inS are homogeneous. A core, for instance may be

hardware platform;

of type graphics processor (GPU), a oating point proceg§étU),

Allows for fast and accurate temperature estimation to ks RISC processor etc. Thus, we have available a set of pacess

reliably used in DSE loops.

Il. RELATED WORK

Temperature estimation has been recent focus of researehtod
the reasons discussed above. Overall, the estimationitpemare
based on numerical simulation, or based on abstract reitips
between power and temperature such as (1).

Numerical simulators model the entire multiprocessor asmaptex
resistor-capacitor network (eg, Hotspot) and calculateptrature
by numerically solving a large set of differential equatioThese
simulators depend on knowledge of the exact power consompti
each micro-architectural unit within each core. These powenbers
may be obtained for certain processors using the Wattclpl8soalar
toolchain. For other processor designs, a generally aedapithod
has been to use hardware sniffers, which calculate the nuwibe
times a micro-architectural unit has been accessed by ditafm,
see [19]. However, this requires setting up special registsing
software or hardware methods that record the accesses wiiclh-
architectural entities in the processor, which may not b@gs$ possi-
ble. In addition, unless dedicated hardware is used, thicagipn of
measuring the access count may disturb the behavior of théegr
application itself, thus, a model derived out of such a s&hemy not
be accurate. The combination of large computational poeguired
for numerical simulators, in addition to detailed knowledgf the
hardware as well as software make this approach unfeasibtEgign
space exploration. A System-C based thermal simulator éwently
been reported, but suffers from the same basic limitatiorotasr
simulators: the level of detailed information required fmtting up
the model is not easily available, see [20].

Computationally fast simulators based on rst-order difetial
equations have been used in [16], but their applicabilityntodern
CMP systems is not clear since the thermal model is too s#tiplio
take all important temperature dynamics into account,dikierences
in utilization of core's micro-architectural units. Li et. gropose an
abstraction based approach, which builds a thermal modwicban
total power consumption of the processor, which is used koutze
temperature traces for given applications, see [21]. Heweli's
approach does not distinguish between the differenceseirsplatial
power pro le of applications, i.e. two applications consam the
same total power but targeting different micro-architeaitwnits are
indistinguishable. Such an abstraction can lead to larggsem the
estimated temperature of cores, as already discussed fiDISEA.

A look-up table based approach involves building resistgracitor

(RC) models forS, and recording tables of time-temperature re-

lationship for the set of applicationg), see [22]. The resulting
estimation methods are fast, but again, they assume thatjaeurotal

types,C = fGPU;FPU;RISC;::: g available onS. A function

T : S I C maps the set of cores iB to their types. Also
available is the set of applications that may execute o$. The

i™ application inA is referred to asA;. The approach taken in
the work treats each applicatioh; 2 A as a black-box to be run

on S. Thus, this approach can be used to estimate temperature for
an arbitrary given set of applications. All applicationsubd to a
given core may be scheduled according to a scheduling pselich

as earliest deadline rst(EDF), round-robin (RR), least laxity rst
(LFF) or rate-monotonic(RM).

P(Ai;S;) denotes the instantaneous total power consumption of
core §; due to an applicatiorA;. P(A;;S;) refers to time trace
of instantaneous total power consumption of c@e due to the
applicationA;; henceforth referred to as 'power trace'. We suppose
that an application consumes constant power as long asuhisirg.
The utilization alphabetU 2 f0; 1g represents the utilization of a
core by an application for a time interval with length In other
words, if an application is running then its utilizg,tion isdtherwise
0. The time-trace of an applicatioh; is given by ; Ai, which is
a typle whose elementsFarefiﬁ; 1g. The set of all tuples is denoted
by . In other words, |, A; is the time-trace of the utilization
of applicationA;, speci ed with a given time-resolutioty.

If S has a square or a rectangular physical footprint, the locati
of a core inS can also be speci ed in Cartesian co-ordinates <x,y>,
with the origin located at the lower left corner 8f In this case, two
cores with co-ordinates <x,y> and <x'y">, respectivelye &aid to
bek hops apart, ik = max fj x°  xj;jy° vijg.

A set of temperature sensoRs is available onS. Temperature
for core S; is available fromR;. It is assumed that reading from
R; represents the temperature for that core. Logging of teatper
trace is done only during the construction of the thermal ehod

We also de ne the severity of thermal cycles experienced by
the chip multiprocessor. Thermal cycles are periodic chanm
temperature experienced by a c@g when a given subs&t® A
of applications execute on it. Large variations in tempemgre said
to be worse for hardware reliability, as compared to smadisoThe
hardware is designed to withstand a certain maximum nunfteran
temperature cycles, before it fails, see [23]. TherefonraS; has a
xed “thermal-cycle budget”, and the entire system's butdigesimply
the sum total of the thermal-cycle budgets for each coree®am
this concept, a simple metric that measures the “expemditilom
the total thermal-cycle budget, ¥é:
=P 0T @

Ti is the maximum temperature variation experienced by a core

\Y; fi



Si: f; is the frequency of this temperature variation and is the L S:N® __ Application #Runs Pmax Instructions Executed

multiplication operator. A mapping with small&t is preferable. 1 FFT 10 4% o 82
N ©
IV. APPLICATION FINGERPRINTING 2 I-JPEG 10 2:7% 1613'92,6 1206
This section describes the construction of the thermal inofle | , Matrix- 10 1:2% 85; 910
i i ; it : 107:6 10°
chip multiprocessorS, given a set of applicationsA. We call Multiplication
this technique “application ngerprlnt!ng.Appllcatlonngerpnntlng 4 GSM-Encoder 10 0:8% 159.% 11006
assumes that the thermal modelSois linear. It has been shown that 4 (“toast’) -
thermal model of a processor can be constructed by usingoasisive Table |
electrical components, such as a resistor and a capacé®r[24]. POWER DISTRIBUTION STATISTICS OF SELECTED BENCHMARKS

It is also known that any mesh consisting of such passiverelat
components forms a linear circuit, thereby justifying oss@mption,
see [13], [25].

The overall idea of application ngerprinting is to detemmi
the thermal impulse responsk,(Ai; Sp; Sq) 81; p; q such that the
temperature trac& (Ai; Sp; Sq) due toA; can then be calculated
easily:

the number of accesses to eachSpfs micro-architectural units to
scale appropriately.

This claim was validated using several benchmarks from the
MiBench Embedded Systems benchmarks suite, see [26]. Fhtige
T(Ai:Sy: Sq) = P LA H(Ai: Sp; Sq) 3) for selected_benchr_nark_s are pres_ente_d in Table I_. Thesdimenks
were run with varying inputs, which is re ected in the numbsr
whereH (Ai; Sp; Sq) is the required thermal impulse response foistructions executed (column 5, minimum number of ingtams
the applicationAi, when it executes on cor§, and the resulting vs maximum number of instructions executed). The variation
temperature change is calculated for c&e The symbol is the instantaneous total power consumption of an applicaticereing
convolution operator. Notice that power trace is ppt usedhi@ under varying inputs is minimal. For instance, the maximuniation
calculation of the temperature. The utilization trace,;, Ai, the forthe FFT application was onios, with inputs ranging from single-
impulse response, and the calculated temperature tracallagwen  digit values to six-digit values. Similar results are obéeal for other
at the time resolution ofs. benchmarks.
Presented below are two claims that enable the calculatfon o, addition, power consumption per instruction for each fafse

accurate temperature traces, without requiring any krgeeof the  henchmarks was also evaluated after making suitable matibns to

power density distribution in a core, or its power trace. the Wattch simulator. The results for FFT and GSM-Encoderagt”)

These cllaims are justi ed in the foIIow!ng sections. Dataragted application are shown in Figure 3. The same conclusionsyaippl
from the Simplescalar/Wattch simulator is used to supg@tdaims o applications. It can be seen from the gure that the mea

being made on the the relationships between total powepeeature  ,q\ver consumption in all micro-architectural units in tioeecremains
and power-densities, due to an application sucias almost constant even under signi cant input variationsnast all the
A. Non-Unique Relationship between Total Power Trace ami-Tedifference in any total power consumption can be attributedhe
perature Trace variation in power consumed by the clock. Statistical pagtms such
as mode, median and standard-deviation are also shownuneR3g It

A power trace assomat_ed W't.h an appll_cat|Arn, executing on a can be observed that these statistical parameters alsinrestetively
coreS;, does not automatically imply a unique temperature trace, 0

any core in the chip multiprocess8r The power density distribution constant. ) . ) . .

in the core determines the net ow of heat between variougspar From the preceding discussion, the following conclusioas be
of the core, and hence, the overall temperature trace. pleilti drawn:

applications can have the same total power consumptiordifbetent

L : ) The instantaneous total power consumptiorAgfexecuting on
power density distributions, causing a different overalhperature

) . i coreS, is:
trace. An example was already discussed in section I-A. ;Thus (
correct thermal model must not calculate temperature $racéely P(Ai;Sp) : U=1
as a function of various power traces when the set of appitaA 0 - uU=o0 (4)

execute on the syste.

In summary, given a temperature tra€€A;; Sp; Sq), the appli-
cation A; may not be unique. However, the following relationship
is deterministic: givenA; executes on cor&p, its power trace is
alwaysP (Ai; Sp).

For arﬂ,applicatiomi 2 A, executing on coré&,, its utilization
trace, |, A also determines its power trace, one varying from
the other only by a scalar. Speci cally:

B. Unique Relationship between application and Relativevé®o P(Ai:Sp)
Distribution P

An applicationA; executing on cor&p, consumes a constant total
instantaneous poweR (Ai;Sp). Furthermore, a giverP (Ai; Sp)
uniquely determines the relative distribution of this topower
amongst the core's micro-architectural units. We suppdsd & Assume an thermal impulse responskl %(Ai;Sp;Sq)
particular application, such as a 16-point FFT, will runoigh determined from power-trace? (Ai;Spy) and temperature
the same sequence of steps, irrespective of the inputs. \We sh  trace T (Ai; Sp; Sq). Also assume another impulse response
that such an assumption is a reasonable abstraction. In tbase H(Ai;Sp;Sq), determined from ; Ai and T(Ai;Sp;Sq).
input to this application varies, these sequence of stepsepeated Requiring that the temperature traces calculated usirgereit
appropriately. Such repetition of the sequence of steps edsises impulse responses must be equal:

P
= s(Ai;T(Sp)) v Ai ®)

where s(Ai; T (Sp)) is scalar depending oA, and the type of
processor cord (Sp).
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Figure 3.  Statistics on power consumption for major miahéectural

units. Mean power consumption for 10 benchmarks (top), aaih statistical

parameters power consumption for the same runs (bottom).
A H(AI;Sp;Sq) = P(AiiSy) HYAI; Sy Sg)

= fs(Ai;T(Sp)) Aig HYA;Sp;Sq)

X U
= A s(AT(Sp) HYAI;Sp:Sq)
U
Therefore, we nd:
H(AISoiSq) = S(AT(Sp)  HYAIiSpiSq)
and.:
T(Ai;Sp:Sq) = P(Qi:Sp) HYAIISp:Sq)
=SAGT(S) AL HYAGS:S))
X U
= Aj S(AnT(Sp))) HO(AI,Sp,Sq))

U

(6)

@)

(8)

to estimate correct temperature traces, without requiaimg power
trace information.

C. Estimating Impulse Responses

Figure 4 shows the overview of the application ngerprigtin
technique. The technique starts with taking the set of appli
tions, A and the systenf, for estimation of impulse responses,
H (Ai; Sp; Sq)8i; p; q. Each applicati‘grAi 2 A is run individually
onS, using a known utilization trace, , Ai. As the applicatiorA;
executes, temperature traces from all other coreSaeszorded. The
estimation of impulse responses is based onGkeeralized Pencil-
of-functions(GPOF) technique, see [27]. Our estimation approach is
summarized in Algorithm 1. All impulse responses are ctdddn
a three dimensional matrix{ .

Notice that the procedure for estimation of impulse respsris
different from Li's approach, see [21]. Li requires poweade infor-
mation, whereas we require only utilization traces andesponding
temperature traces fro®. Impulse responses are estimated for each
applicationA; 2 A, making it possible to account for different
power density distributions, even when there are multiplgliaations
consuming the same total power. As a consequence, it ishpessi
to avoid incorrect calculations of temperature traces,issudsed in
section I-A. Note that since impulse responses are catmlilaing the
utilization trace of an application and the correspondiemgperature
trace, the scalas(Ai; T (Sp)) is automatically accounted for.

Once all impulse responses are available, the correct terpe
trace can be calculated for any candidate mapping congisifn
applications fromA, executing onS. Subsequent temperature trace
Ealculations require the knowledge of only the utilizatitnace,

u Ai of the core on which the applicatioh; executes. Note that
power traces are not required for the temperature estimatiep.

H(Ai,S,,,S,,)

application
v

DR B
&
!Q.!Q Temre

trace
A (all cores)

Zu A;

utilization
trace )

Q loop for
| applications

Figure 4. A set of impulse response matrices for applicasiet\ is created
during the ngerprinting application.

Y

3-dimensional
matrix

V. TEMPERATUREAWARE DESIGN SPACE EXPLORATION

With all required impulse responses available, designespaplo-
ration can be performed to evaluate the effect of variouspings
on the temperature pro le over the chip multiprocessr,

DSE tools are already available, which, given a set of apptas,
and a set of abstract hardware properties (number of cores,df
cores etc, but not the detailed oorplan) calculate variousppings
subject to a set of constraints and objectives, see [28].ddewy such
tools usually are not temperature aware.

A temperature aware DSE loop is shown in Figure 5. The DSE
tool accepts the following parameters:

In other words, (5), (7) and (8) taken together show that the 1) Abstract architectural properties: available compmtine-

impulse responsél (Ai; Sp; Sq)) determined E,Sing the temperature
trace, T (Ai; Sp; Sq)) and the utilization trace, , Ai can be used

sources, their types etc;
2) Set of mapping constraints and objectives;



Algorithmus 1 Algorithm to determineH (Ai; Sp; Sq)

Algorithmus 2 Temperature estimation f@, given a mappingV

. begin
A : set of applications
jAj : cardinality of A .
T(Ai;Sp; Sq): temperature trace of application A running on core Sy, with
tgmperature measured on core Sq
u A : utilization trace of application A running on core Sp.
dofori = 1 : jAj /lIterate over all applications
dofor p =1:N /llterate for all cores in S
RunA; on coreSy p
H(Ai;Sp;Sq) = GPOF ( |, Ai;T(Ai;Sp;Sy)) :8q
lIs(Ai; T (Sp)) is automatically accounted for
end
> end
: Procedure: GPORPowerTrace, TemperatureTrace)
/I Calculates impulse response from utilization trace and temperature trace
based on the generalized pencil-of-functions algorithm.
/I returns the estimated impulse response.
> end

3) Set of applicationsA;
4) Evaluated temperature characteristics of a suppliedpmgp
M . A mappingM provides the following information:
Binding for all applications irA. That is, each application
in A is provided with a core on which it will execute.
Scheduling policy for eacleore, such as EDF, RR, LFF
etc.

1: begin
2: M :amapping from DSE.
3: M g (Aj): Core to which A is bound
4: M (ﬁ)j: total number of applications bound to S.
5 U ( M (A)i: Array of utilization traces. Contains jM (A )j traces.
6: U(A)) y : Utilization trace for A .
7. Sq S:CoreinS on which temperature is to be estimated.
8: Tq: Temperature trace on core Sq.
9: U = Cheddar(M )
10: init: Tq = 0 8q
11: dofori =1:jM (A)j /iterate for all applications
12: doforg=1:N //terate for all cores
13: "Tq=Tgq+ H(Ai ;Mg (Ai);Sq) U(A;) /ICalculate temperature

trace on Sq due to Aj oncore M g (Aj).

14: end for

15: end for

16:

17: function Cheddar(M )

. Return utilization trace for each application in M , using libraries from Ched-
dar project.
> end

S. Line 12 iterates over each core $) calculating the temperature
trace due tdA;, on all cores ofS (Line 13). The algorithm loops till
all applications have been accounted for, and the overalbézature
trace on each core due to mappixg is calculated by superposition.

A candidate mapping generated by the DSE tool is evaluated) usB. Sources of Inaccuracies

the temperature evaluation component. The detailed &hgorfor
calculation of temperature traces is presented in the nestios.
Based on the feedback of the temperature evaluation compahe
DSE tool may modify its internal parameters to rule out cambibns
that lead to unacceptable temperature pro lesSorOr, the DSE tool

1) Inexact Impulse Responsésstimation of the impulse response
from a given utilization trace and an associated tempegatiace
measurement, is often an approximate process. Furthegrties of
the thermal model o8 is limited to avoid dealing with overly com-
plex impulse responses, thereby saving some computagdioad. In

may successively re ne mappings that are deemed to be faleorathis work, the accuracy of estimated impulse respoHs@ i ; Sp; Sq)
in terms of temperature. A simple approach used in suc@ssj¥ speci ed asQuality of Fit (QoF):

re nement of mappings is simulated annealing. In this apphy

starting from an initial mappini! o, applications are moved between

cores, and temperature traces are re-calculated. The DS ElsD
evaluates different scheduling policies for each core. phecess
continues till the required performance objectives are ifwt.,
minimizing peak temperature, minimizing thermal cycles).

Ai—~
.AZ_'
-‘An~

C, —

Cn—

]

¥

f Pt
An A Ay

Figure 5. Temperature aware DSE Loop.

A. Temperature Trace Calculation from a given Mapping

The linearity property of the thermal model Sfallows us to use
the superposition principle for determining the overatperature

QOFH (Ai:SpiSq) =100 1

oy (%] (9)

Where:

N = JT(Ai;Sp;Sa)m  T(Ai;Sp; Saelj

D =JiT(Ai;Sp;Sa)m  T(Ai;Sp:Sa)mii

T(Ai;Sp;Sq)m is t measured temperature trace, due to a
known utilization trace, |, Ai. The mean value of the measured
temperature trace is given BY(Ai; Sp; Sq)m . The temperature trace,
T(Ai;Sp;Sq)e is calcq;ated using the estimated impulse response,
and the utilization trace ; Ai. A QoF of 100% indicates a perfect
impulse response. THgoF depends on thp, g, Ai and on the order
of the thermal model. It also depends on the utilizationdrag, A;.
TheQoF reported in the experiments section i§,the w@¥sF calcu-
lated over several utilization traces, ranging from, A; =[1; 1::1]
(application is always executing) to ; A; =[1;0; 1; 0:::] (start-stop
execution of application at time interval &f).

2) Under-estimating the impact of a hot core on a distant heig
bor: It can be shown analytically, as well as from results pulgiish

trace due a given mappind/ . The procedure for calculating thein recent literature, that temperature on a core drops apiith

detailed temperature trace is given in Algorithm 2.

The process of temperature trace calculation starts widndidate
mapping provided by the DSE. For a given c@g its scheduling
policy determines the utilization trace for each applimatbound to
Sp. The Cheddar project provides good libraries for autongatire
construction of such utilization traces, see [29].

Referring to Algorithm 2, lines 2-8 de ne the required vdilies.
Line 11 initializes a loop to iterate over all applicatiomsbe run on

distance from the temperature hotspot, see [30]. This ifated to
high lateral thermal resistance. If from section IV-C, idistermined
that the lateral thermal resistance 8fis very high, it becomes
tempting to ignore the temperature effects of an active coreores
far away from itself. This reduces the computational effort the
computation of temperature traces, but at the cost of acguira this
case, the maximum possible error that can be incurred ingeastyre
calculations must be determined. Assuming that we would tik



Algorithmus 3 Worst Case Error Estimate. Application O-hop | I-hop | 2-hop | 3-hop Z
1: begin hops
2: k: hops beyond which temperature affect of an active core is ignored. P
3: Sp:AcoreinS. splitstream 99 99 95 89 83
4. O, o: Observer core with location c; c®, at the center of S. splitframe * 99 99 94 84 84
5: A set of_applications. At application in A. igzigzagidct * 99 99 92 89 83
6: jAj : cardinality of A. o mergestream 99 99 o1 90 85
7. E :Maximum error in temperature estimation, observed at O . 0. mergeframe * 99 98 o4 35 87
8 HK = fCio,0j(jy° %= Kk)jj(ix° cj= k)g/setofall cores k hops Trigger 39 95 9T o1 %6

away.

9: L is the largest hop distance in the S, w.r.t. O o. susan ¥ 929 99 95 88 84
10: / From all applications in A, determine which one leads to highest tempera- gsort Y 98 94 85 84 81
1 “éf:ff(;f‘?- LA toast Y 99 98 95 85 84

: i=1jA

120 T ()= FV(H(A1:Se;Sp)) untoast Y 99 99 96 90 87

13: end for FFTY 99 98 95 90 86

14: A :application that leads to highest T (i) 8i. bitcount Y 99 98 94 87 82

15: do for i = k+1:L // go over all hop distances from k + 1 outwards basicmath Y 99 98 92 88 84

16: do for j=1:jH 'j // go over cores at this hop distance ) v

17: E = E +FV(H(A ; H};Oc;co))//HJ! H' isj™ coreinsetH'. adpcm 99 99 94 90 85

18:  end for LAME 99 99 95 87 83

19: end for Matrix 99 98 90 89 83

20: Multiplication ‘

21: Procedure FV (H (Ai;Sp;Sq)) Producer “ 98 98 92 87 80

22: Return steady-state temperature on core ¢ due to A running on Sp.

23: //Calculated using nal-value theorem. Steady-state temp erature is the high- Table Ii

est temperature any core will experience due to A running continuously.
: end

ignore the temperature affects due to an active core beystandes

of k hops, the worst case error in temperature estimates duecho sy

an assumption must be calculated as shown in Algorithm 3.
Referring to Algorithm 3, the worst case error is estimatedra

‘observer core'Occo, at the center 08. Since the temperature affect

QOF OF IMPULSE RESPONSES : MOTION-JPEGAPPLICATION SPLITIN 6
SUB-APPLICATIONS[32],Y: MIBENCH EMBEDDED BENCHMARK [26],
2: INTERNAL BENCHMARK.

a hot core on its neighbors.

VI.
Our approach was validated using Hotspot. For this purpibee,

EXPERIMENTS AND RESULTS

of an active core reduces with the hop distance from itselérarally ~ gpeci cation ofS was taken from the Magma project, which provides
located core will have maximum 1-hop neighbors, maximuno@-h g variety of multicore oorplans consisting of 2 core- thghu64 core-

neighbors and so on. Further, uniform cooling o&iis assumed,
which ensures that the worst case error in temperature &stimn
not missed. Final Value theorem for transfer functions isduso
determine the maximum possible temperature in uence of cive
core on its neighbors. Line 12 determines the steady-satpdrature
due to applicatiorA;, running on a core&S,. Any coreS, within S

may be chosen. Line 14 determines the applicafonwhich leads
to the highest steady-state temperature on &yeline 17 then
calculates the error by calculating the accumulated inagewof all

layouts, see [31]. Each core is an appropriately scaledorersf
the Alpha 21264 processor. The knowledge of physical asaent
of cores on the chip multiprocessor is required, only if theeru
intends to apply approximations discussed in section V-8@ch
approximations were not made in our experiments. Although o
technique does not require that all cores $fbe homogeneous,
the oorplans available in the Magma project consist of ohly-
mogeneous cores, and thus we report results for a multipsoce
system with homogeneous cores. Furthermore, no powerstkaese

cores beyond hops fromO,.0. The algorithm assumes that all coregjsed, neither in the estimation of impulse responses, nohén

which lie more thark hops fromO,..0 are runningA . The values
of E with respect to hop distance are shown in Figure 6.

E*(°C)

Figure 6. Maximum error in temperature estimat®at. owith hop-distance
beyond which it is assumed that an active core produces noeterture affect.

The values in Figure 6 are speci ¢ to our experimental plaifo

calculation of any temperature traces. To demonstratelsitiay of
our technique, a large oorplan consisting of an 8x8 arraneet of
cores was chosen. The following sections describe reselliting to
the QoF of estimated impulse responses, as well as the agcafa
estimated temperature traces. Speedup due to our modelgsaed
to Hotspot is also presented. The time resolutions 1 ms.

A. Accuracy of Estimated Impulse Responses

The order of the thermal model was limited to 10, at which tlo&Q
achieved was greater th&0%. Further gains in QoF with increase
in the order of the model were insigni cant (0:1%). The net effect
of thermal resistance and thermal capacitance becomesasingly
complex, as the hop distance between two given cores ireseas
a result, the QoF drops with the hop-distance from the actore.
However, due to high lateral thermal resistance, the abesatror
in temperature estimates smafC). The results are summarized in
Table Il. Only the worst QoF per hop is reported for summary.

B. Speedup
A total of sixty mappings were evaluated, using applicatifrom

but the nature of the curve is expected to remain the samenfor alable Il. The scheduling policy used on each core was vamgaden

chip-multiprocessor platform. The results clearly show tisk asso-
ciated with making any uncalculated simpli cations on th&piact of

EDF, LFF, RM and RR. For each mapping, temperature traces wer
calculated using our model, as well as Hotspot. The averimge t



| Parametd) | Our Model | Hotspot [ Speedup]|
Mean Time (s) 24.853 29517 1187x
Maximum Time (S) 24.984 30057 1203x
Minimum Time (s) 24.795 27525 1110x
Standard Deviation (s 0.054 547
Table 11l

SPEEDUP ACHIEVED USING OUR APPROACHAS COMPARED TOHOTSPOT

Figure 7. Schedule for nine cores. Time scale (ms) is ineitatetter ‘P’
shows the period of each schedule.Scheduling policy foh eare is also
indicated.

taken for such calculations using our model was 24.9 secaviite
Hotspot averaged about 6 hours. The summary is provided bfe Ta
I1l. Further speedup is expected upon porting our algorghonC/C++
from current Matlab/Java based environment.

C. Accuracy of Estimation

We consider a special mapping in which all applications arenl
to cores located in a close spatial neighborhood. The teatymer of
each active core in this neighborhood is signi cantly inneed by
all other active cores. Further, all active cores in this piag are
scheduled according to round-robin (1-ms quantum) polidyere
possible, leading to signi cant number of context switchesd thus
causing rapid variations in temperature over time. Such pping
provides a good test for demonstrating the accuracy of testye
traces estimated using our technique.

Figure 9.
values.

Maximum error in prediction over entif. Errors in absolute

Figure 10. Section of temperature trace on core <4,4>. Bdifi knd
Producer applications have the same total power consumplbiot lead to
different temperature traces.

signi cantly in uenced by its neighbors. Under these cingstances,
estimation errors due to relatively lower QoF were limited High
thermal resistance, see Table Il.

The speedup gained due to our approach allowed us to expgrime

The mapping is shown in gure 7. Taking the core with <5,5%ith a lot of different mappings using the design space empion
as the center, applications are mapped on the immediatep 1-hgop. For instance, it was possible to reduce thermal cyelgze-

neighborhood, totaling 9 heat generating cores. All othaes in
this case are idle. The results are shown is shown in Figurésis
clear that the mapping in Figure 7 led to large changes in ¢eatpre
on almost all active cores. Our thermal model was able toutzte
correct temperature traces for all cores, well within theuaacy goal
set up in the introductory section of this paper, see Figure 9

In section I-A, the applicationproducer and FFT consume the
same total power, but differ in their respective power dgndis-
tributions. Both these applications were mapped onto cetg>
see Figure 7. It can be seen from temperature trace for core><4
in Figure 8 that producer and FFT applications produce raiti
different temperature affects. Our model was able to atelyra
capture the effect of differences in power density distidrubetween

rienced byS by changing the binding of a few applications, see
the new mapping in Figure 11. Notice that the total work doge b
each application remains unchanged. For instance, LAMEut&s
for a total of 6ms, with a period of 15ms in both mappings. Alao
scheduling policy which minimized the number of contexttsives
was chosen. See Figures 11 and 12. The overall error in @stima
temperature is similar to the result shown in Figure 9; witle t
maximum error beingd:7°C. It is not always possible to reduce
thermal cycles by changing the bindings of applicationsafteasible
scheduling policy for all cores may not exist.

VIl. VARIATIONS AND OPTIMIZATIONS
It is not necessary to estimate impulse responses for afiscior

producer and FFT. Figure 10 shows a section of temperature tradde system, if the given system has a thermal symmetry. fnciduse,

for core <4,4> from Figure 8 for more clarity.

Other mappings, in which active cores are not immediatehieigs
were also evaluated, and the prediction error was lower thlaat
is reported in Figure 9. This is because an active core was

all cores are rst classi ed into a set of thermally differtelocations
(TDLs), see [22]. During the calibration step, applicaiomeed to
be executed on only one distinguished core in each TDL. In the

regtimation stage, the calculation of thermal effect of divacoreS,



Figure 8. Measured temperature vs estimated temperatur@rfe active cores. Horizontal axes is time in secondsjoadraxes is T(°C).V =47:7.

Figure 12. Reduction of thermal cycles by changing bindiofyapplications. Horizontal axes is time in seconds, valtaxes is T(°C).V =25:1

on coreSy proceeds in two steps. First, a sequence of transformatidnaces estimated using our approach will be slightly highan the

is determined which translat&p to a core in one of the TDLs. Next, measured temperature traces, making our approach thgrezdé.

the same sequence of transformations is applied to 8greThis

preserves the relative location of coi®sandS,. Temperature trace VIIl. CONCLUSIONS

calculation can now proceed normally. Thermal symmetryiced the

memory space required to stok¢, and a one-time computational The paper presented a new calibration based approach fer est

burden required for calculation dfi. The computational load for mating accurate temperature traces. A compact thermal Inveake

estimating the temperature trace for a given mapping magmange built using a small set of mappings and associated temperatu

much, if large errors in temperature estimation are to bédady see trace measurement. The speed and accuracy of our approallesn

section V-B2. exploration of a large set of candidate mappings using thegde

space exploration loop. The highlight of our approach i¢ thdoes

Also, the affect of caches on temperature has been impliéit- not require any power-trace information, or the hard-ttaobdetails

tored in, during the impulse response estimation step.a&dhes were about hardware, such as the detailed oorplan. Our teclanigan

“clean” when an applicatio\; was executed on a core to collectalso account for differences in power densities on a coretdusn

associated temperature traces. Thus, even when multipleafons application, even when the total power consumed by two oremor

execute on the same core, the impulse responses alreadynaccapplications is the same. This makes our technique apjicakany

for the effect of inevitable cache misses. In fact, the tempee given set of embedded applications and hardware.
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Figure 11. New mapping derived from the mapping in Figure 7.
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