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ABSTRACT

Many sensor network systems encounter considerable problems after deployment despite extensive simulation and testing during the development. A fundamental issue is unforeseen problems that rarely occur, which makes them hard to reproduce. This work focuses on a class of problems that can only be solved by replacing the hardware or the software (reprogramming). On the one hand, there are problems that can only be solved by replacing the hardware or the software (reprogramming). On the other hand, these errors are complex. Overflows, memory waste, and files that grow in external file systems [14]. Note that many of these problems trigger errors that are only exposed after an extended period of time. This renders them hard to detect during development, since the activation patterns necessary to trigger these errors are complex.

Software aging can be addressed using software rejuvenation [13] techniques. That is, the system is rebooted or re-initialized in order to bring it back to a known good state, where program execution can safely continue. Embedded system include the rudimentary technique of watchdog timers, which can be seen as a kind of software rejuvenation. Watchdogs are a suitable, last-line detectors for software problems, and take the drastic solution of rebooting the node. Previous work [8] has even proposed periodic watchdog-like reboots (Grenade Timers) to limit the software age to a specific maximum. Note that reboots have a quite an impact on software as all state held in memory is lost. There are different software layers that all require establishing and maintaining vital state; time synchronization, localization algorithms, sensor calibration, coordinated MAC protocols, and routing protocols are stateful and all necessitate an initialization phase.

Initialization due to reboots is harmful, as normal system functionality is temporarily suspended, and expensive as well, as nodes spent additional energy to rebuild their state [6]. As an example, the CTP routing protocol only reaches a stable network topology after about an hour burning precious energy [16]. Thus, rather than rebooting a node completely, we suggest the rejuvenation of those components (or layers) of the software stack that suffer from software aging. In this paper we address the question whether sensor network deployments can benefit from software rejuvenation of individual components in a distributed and tightly coupled system of sensor nodes. In particular this position paper contributes three-fold:

- We introduce software rejuvenation as an approach for sensor networks to handle the effects of software aging.
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We report on initial simulation experiments showing that software rejuvenation is feasible and outperforms complete reboots in many cases. We present the underlying building blocks and software architecture (see Figure 1) necessary to integrate software rejuvenation on a sensor node.

Our overall conclusion is that software rejuvenation is a promising approach for handling rare, age-related errors that inevitably arise in long-running sensor network deployments.

2. BACKGROUND AND RELATED WORK

Software aging and rejuvenation [11, 13] are not novel concepts. They are established software engineering approaches, e.g., suitable for systems with availability requirements such as web servers [10]. There is little work concerning software rejuvenation for sensor networks. Parvin et al. [19] discuss software rejuvenation in terms of survivability. Their approach focuses on complete clusters of sensor nodes. A cluster is rejuvenated (rebooted) triggered by the sink, which determines aging effects in the cluster. In contrast our work aims to be as little invasive as possible, i.e., not even rebooting a single node and resetting only the essential components of a node. A similar idea concerning memory safety is presented in [6], where the authors show the possibility of recovery units, which are isolated and independent software units and to perform localized re-initializations required by memory safety violations rather than necessitating a complete reboot of the node. The work shows that resetting only parts of an application has a significant impact on the system behavior for routing, time sync or code image distribution. While the work also concerns resetting of individual components, our software rejuvenation is orthogonal to [6] as it concerns a whole different class of software problems.

An important aspect for both classical, reboot-all and selective rejuvenation approaches is that somehow the underlying failures causing system degradation, or even complete failure, must be uncovered. Several methods were devised for health monitoring of sensor networks that go beyond identifying failures at the node level, and operate at the component (layer) level. A simple, yet powerful way to detect component errors is the use of contracts [17]. Contracts basically specify safety properties, i.e., verifying that nothing bad has happened. [1] shows the use contracts based on NesC interfaces in TinyOS. Deficiencies may also be detected on a higher layer in the software stack and necessitate an elaborate root-cause analysis, e.g., based on a decision tree [20]. Another method is to use models of valid behavior and attribute detected failures with regard to the model to individual components [7] in order to decide on the most-likely cause (among different possibilities) of an error.

Once a faulty component has been identified, it must be brought back to a valid state. Rebooting is attractive as it is simple and ensures that all components, including the faulty one, are set back to the clean starting state. However, all accumulated information stored in (volatile) memory is also lost, implying a costly recovery process. Our work is inspired by the idea of micro-reboots in large distributed systems [5]. By focussing rejuvenation on individual components, we try to avoid the large cost (in energy and availability) of total reboots. While the fundamental mechanism is the same, the applicability may be different as sensor network systems differ in many system aspects such as structure (highly cooperative), design (tightly integrated and considerable shared state) and resources (little memory). Nevertheless, some of the issues found in larger systems persist in sensor networks. We will detail on this in the concluding discussion.

The fundamental question is whether for sensor networks a fine-granular resetting of a few affected components is possible, and hence would allow the remaining components to keep their state. If we reset a single protocol layer or component, does it create negative effects in other layers or components of the software? Furthermore, how does a partial reset compare to a complete reboot, concerning the remaining nodes in the network? Our particular interest are in the energy demands and the reset time. The reset time includes the duration of the actual reset as well as a subsequent time to get back to a stable state in all components.

In the following section, we try to answer these question with a feasibility study. We study two parts of the protocol stack, the MAC and the network layer. We study the behavior of individual component resets of a single protocol layer and the effect on overall behavior.

3. FEASIBILITY STUDY

For evaluating the benefit of software rejuvenation to sensor network deployments, we ran experiments with the standard data-gathering application provided in TinyOS 2 (mul- tihopOscilloscope) using the collection tree protocol (CTP) for routing packets to the sink. CTP maintains the network topology by means of regular beacon messages send with an adaptive interval ensuring agile response and low overhead; starting from a low interval the time between beacons is steadily increased, up to a certain maximum, to save energy [9]. This process is repeated when changes in the neighborhood, e.g., failing links, are observed. We define the network being in a stable state when all nodes send their beacons with the maximum beacon interval.

We perform two experiments. First, we take a look at the MAC layer, where we study the impact of the reset times of a MAC protocol on the overall system behavior. Second, we evaluate different reset strategies on the network layer. With these experiments, we try to answer the following questions: Do the independent layers have an impact on each other? Does the granular reset of these layers have any benefit over a complete reboot?

![Figure 1: Overview of our software rejuvenation approach: Fine-granular monitoring and reset allows for detection of software aging and applying an according reset.](image-url)
Figure 2: 4x5 Grid used for TOSSIM simulations with a example routing tree.

3.1 Experimental setup

We run simulations on TOSSIM modeling a MicaZ node (CC2420 radio) with channel qualities generated by USC’s Realistic Wireless Link Quality Model and Generator\(^2\). We do not include noise in the simulations in order to make results better comparable and ease analysis. We test with a sensor network containing 20 nodes that are arranged in a grid as illustrated in Figure 2. The sink (node 0) is located in the middle of the lower border. Each run comprises 40 minutes of data gathering (26 byte messages, no aggregation). Initial experiments with this setup show that the application converges to a stable state within 10 minutes after starting all nodes. In this state the application injects one data packet into the network every 20 s, and CTP emits a routing beacon every 512 s. After \( t_r \approx 20 \) minutes (i.e., having a stable state), we reset a component (or perform a reboot) of node 33 (cf. Figure 2). During the time interval \([t_r - 2, t_r + 10]\) minutes we evaluate the effects of the resets using the following performance metrics:

- \( t_{send} \): Time until the first packet is sent after \( t_r \) by the reset node 33.
- \( k_{reset} \): Number of regular nodes experiencing a reset of the beacon period.
- \( n_{lost} \): Number of lost data messages from all nodes.
- \( n_{restart} \): Number of unicast packets sent by all nodes.
- \( n_{broadcast} \): Number of broadcast packets sent by all nodes.

The message and packet counts depend on the data rate of the monitoring application. We experimented with additional injection intervals (i.e., 2 s and 200 s) and report on these results when the network behavior deviates significantly from the default 20 s case. All results are averaged over 10 runs.

3.2 MAC layer

The time to reset and the subsequent initialization of the MAC protocol largely depend on the type of MAC protocol [15]. In particular whether or not the MAC shares state with its neighbors (e.g., slot allocation) has a noticeable effect. For stateless MAC protocols such as B-MAC, RI-MAC and X-MAC, a reset of the MAC layer usually takes only a few milliseconds, which is basically the time needed to the reboot the radio module. For stateful protocols such as the frame-based LMAC and Crankshaft protocols, the initialization time is usually much longer. For LMAC the node has to listen to one complete frame (\( \leq 100 \text{ms} \)), whereas Crankshaft requires to receive a sync beacon (1−10 s).

In order to simulate the effects of the wide range of MAC setup times, we take a general approach and block the communication in the simple CSMA protocol provided by TOSSIM for a time \( t_{block} \) after the reset as presented in Table 1. That is, the resetting node can neither send nor receive any message during this time. As an example, \( t_{block} = 10 \) ms corresponds to the reset of the stateless X-MAC protocol, while \( t_{block} \geq 10 \) s corresponds to the stateful Crankshaft protocol. As the results show, for a block time up to a second, there is only a local effect and the neighboring nodes are not affected \((k_{reset} \approx 0)\). However when communication is blocked for a longer period, the MAC reset has a global effect. Neighbors detect a missing parent, trigger a route discovery phase, and re-route the traffic around the reset node 33 keeping the number of lost messages to a minimum. The effect is that a large part of the network resets their beacon period and shows an increased unicast message count, since various routes get longer. It should be noted that these particular overheads proportionally depend on the data rate: when we evaluate with a high packet generation rate of 2 s, global effects already show at a MAC block of \( t_{block} = 1 \) s, whereas for a rate as low as 200 s, the first global effects are seen at \( t_{block} = 100 \) s.

We conclude that selectively rebooting the MAC layer is a viable option; small block times have only a local effect and even long block times associated with stateful protocols have a minor impact on low-level network parameters. As a second step we take a look at the network layer to underline these results.

3.3 Network layer

The CTP routing protocol provides a modular network layer consisting of three components: the Routing Engine (RE), the Forwarding Engine (FE) and the Link Estimator (LE). LE contains the neighbor table and maintains link qualities. RE contains the control logic for parent selection based on the neighbor table. FE is responsible for the data flowing through a node and takes care of the actual forwarding, including retransmissions and the like.

Table 2 presents the results for resetting different combinations of CTP components, including resetting the complete network layer. For reference normal runs without any reset, and runs involving a complete reboot are also included. In a nutshell, we observe that the reset of the FE does not influence neighboring nodes since no additional beacons are sent. In contrast, all other reset scenarios result in a reset of the beacon interval of nodes in the neighborhood \((k_{reset} \approx 11)\). Furthermore we observe that these resets, although being faster (cf. the \( T_{send} \) times), are about as expensive as a complete reboot of node 33 in terms of overhead in packet counts. Note that this increase in transmitted messages (particularly broadcasts) translates to a significant increase in energy consumption as the radio is the major consumer of energy on a sensor node. This indicates that fine-granular resets at the network layer are of little use; the

<table>
<thead>
<tr>
<th>( t_{block} )</th>
<th>( t_{send} )</th>
<th>( k_{reset} )</th>
<th>( n_{lost} )</th>
<th>( n_{restart} )</th>
<th>( n_{broadcast} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ms</td>
<td>6.3</td>
<td>0.4</td>
<td>0.1</td>
<td>1743.2</td>
<td>22.2</td>
</tr>
<tr>
<td>10 ms</td>
<td>6.3</td>
<td>0.1</td>
<td>0.6</td>
<td>1732.5</td>
<td>22.4</td>
</tr>
<tr>
<td>100 ms</td>
<td>6.3</td>
<td>0.1</td>
<td>0.3</td>
<td>1722.0</td>
<td>21.9</td>
</tr>
<tr>
<td>1 s</td>
<td>6.3</td>
<td>0.2</td>
<td>0.3</td>
<td>1705.0</td>
<td>20.7</td>
</tr>
<tr>
<td>10 s</td>
<td>12.3</td>
<td>7.9</td>
<td>2.6</td>
<td>2604.5</td>
<td>140.4</td>
</tr>
<tr>
<td>100 s</td>
<td>102.3</td>
<td>9.5</td>
<td>6.0</td>
<td>2407.1</td>
<td>165.9</td>
</tr>
</tbody>
</table>

Table 1: Performance of nodes when blocking the MAC protocol for \( t_{block} \). All times in seconds.
Reset all components in one go. Determine an order of reset. Resets are performed sequentially until the conflict is resolved. This approach tries to be less intrusive to the node software, but incurs additional latency since potentially multiple resets need to be performed.

In light of the results of Section 3, we see that a reset order may be beneficial, especially concerning components with global effects. As an example when faced with problems stemming from the network layer and the MAC, one would prefer to merely reboot the MAC layer first, since it is less intrusive. For a second step, one may decide with resetting both layers (or even a reboot), since the network layer reset costs dominate the MAC layer reset costs.

A different, yet important aspect for research is the segregation of persistent, vital state from control logic. Caneda et al. [5] provide suitable design approaches that may be applied to (i) cope with stateful resources and (ii) allow for integration of fine-granular rejuvenation into applications. One of the fundamental approaches is to try to decouple components as much as possible. However, in sensor networks state is often shared between components and necessitating combined rejuvenation, as in the example of the dependency of RE and LE in Section 3.3. Data flow analysis as performed in Nucleus [6] may support better or automated separation. In case a complete separation of vital state is possible, periodic rejuvenation of the remaining state (i.e., components) becomes feasible. This would render an analysis of aging causes and attribution only necessary for those few components maintaining vital state.

Table 2: Performance of nodes when resetting different components of the network layer. All times in seconds.

<table>
<thead>
<tr>
<th>Type</th>
<th>( t_{send} )</th>
<th>( k_{reset} )</th>
<th>( n_{reset} )</th>
<th>( n_{unreset} )</th>
<th>( n_{reboot} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>-</td>
<td>0</td>
<td>0.5</td>
<td>1734.6</td>
<td>24.3</td>
</tr>
<tr>
<td>FE</td>
<td>6.3</td>
<td>0.2</td>
<td>0.2</td>
<td>1705.6</td>
<td>24.2</td>
</tr>
<tr>
<td>LE</td>
<td>6.3</td>
<td>11.1</td>
<td>0.6</td>
<td>2127.0</td>
<td>186.2</td>
</tr>
<tr>
<td>RE</td>
<td>11.4</td>
<td>8.5</td>
<td>0.7</td>
<td>1658.7</td>
<td>106.9</td>
</tr>
<tr>
<td>LE+RE</td>
<td>10.7</td>
<td>12.1</td>
<td>0.3</td>
<td>1718.3</td>
<td>166.7</td>
</tr>
<tr>
<td>LE+RE+FE</td>
<td>12.3</td>
<td>13.2</td>
<td>0.8</td>
<td>1728.4</td>
<td>161.1</td>
</tr>
<tr>
<td>Reboot</td>
<td>25.0</td>
<td>10.8</td>
<td>1.7</td>
<td>1733.7</td>
<td>150.4</td>
</tr>
</tbody>
</table>

The results from the feasibility study in the previous section show that software rejuvenation is a promising approach for handling software aging bugs in sensor networks. In particular, we showed that fine-granular resets do not incur the full overhead, in terms of time and energy, for recovering precious state after a complete reboot as triggered by a conventional watchdog timer.

The major difficulty for general usage of rejuvenation is that the reset of stateful components is expensive. While our work focused on the effects on the network layer as a stateful component, previous work has shown similar effects for time-sync or reprogramming [6]. Many more sensor network software components require persistent state for a correct and efficient functioning (e.g.,LOWPAN and TCP, FTSIP, application states, sensor calibration routines). For all these stateful components, it can take substantial time before the component is fully active again. Meanwhile other components and even other nodes can be affected. In particular, these adverse affects are not necessarily limited to the node itself but can include components of neighboring nodes. Hence, stateful components should only be rejuvenated on a clear indication of their malfunctioning.

To determine the components that would benefit from a rejuvenation, it must be known which components can be reset inexpensively and which components reset needs to be considered with care. For the former ones, it is a viable option to perform resets proactively on a regular basis. For the latter ones, suitable methods need to be defined to determine aging effects and attribute them to the according component. To this end we propose to use the approach depicted in Figure 1; the typical software stack for sensor networks with individual protocol layers and one (or more) applications on top is augmented with an orthogonal software rejuvenation block. This control logic is responsible for (i) monitoring software state, (ii) attributing adverse conditions to individual components and (iii) resetting individual components. In order to determine the software components that require to be reset, we need to monitor functional and performance metrics. However, when considering resource-limited sensor nodes, traditional techniques [2, 10, 13, 22] for the monitoring, e.g., as used for server systems, cannot be employed. Hence, we need lightweight methods for monitoring and for analysis of current node and component state. In previous work, we have shown with the MoMi framework how model-based diagnosis can be realized using lightweight models and conflict detection [7]. For software rejuvenation, we may assume a similar component for detecting problems and attributing them to individual components.

When faced with multiple components as sources for problems we can take two different approaches.

- **Reset all components in one go.**
- **Determine an order of reset.** Resets are performed sequentially until the conflict is resolved. This approach tries to be less intrusive to the node software, but incurs additional latency since potentially multiple resets need to be performed.

In light of the results of Section 3, we see that a reset order may be beneficial, especially concerning components with global effects. As an example when faced with problems stemming from the network layer and the MAC, one would prefer to merely reboot the MAC layer first, since it is less intrusive. For a second step, one may decide with resetting both layers (or even a reboot), since the network layer reset costs dominate the MAC layer reset costs.

A different, yet important aspect for research is the segregation of persistent, vital state from control logic. Caneda et al. [5] provide suitable design approaches that may be applied to (i) cope with stateful resources and (ii) allow for integration of fine-granular rejuvenation into applications. One of the fundamental approaches is to try to decouple components as much as possible. However, in sensor networks state is often shared between components and necessitating combined rejuvenation, as in the example of the dependency of RE and LE in Section 3.3. Data flow analysis as performed in Nucleus [6] may support better or automated separation. In case a complete separation of vital state is possible, periodic rejuvenation of the remaining state (i.e., components) becomes feasible. This would render an analysis of aging causes and attribution only necessary for those few components maintaining vital state.

5. CONCLUSION

This position paper introduced the idea of component-based software rejuvenation for long-running wireless sensor network deployments. We showed its feasibility and applicability by a controlled simulation experiment, and discussed the fundamental issues and complexities involved in operating software rejuvenation on a typical protocol stack. Future work needs to address these problems to arrive at a reliable, yet resource-efficient solution for long-running sensor network deployments.
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