Now or Later? - Delaying Data Transfer in Time-Critical Aerial Communication
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ABSTRACT
Search and rescue missions are entering a new era with the advent of small scale unmanned aerial vehicles (UAVs) with communication capabilities and embedded cameras. Yet, delivering high resolution images of the supervised surface to rescuers is time-critical. To help resolving this problem, we study how UAVs can take advantage of their controlled mobility to derive the optimum strategy for data transmission. Driven by real-world aerial experiments with both airplanes and quadrocopters equipped with 802.11n technology, we show that the UAV should not necessarily transmit as soon as a wireless link is established. Instead, it should wait until it reaches a suitable distance to the receiving UAV, only to transmit when the time to move to the new location and transmit is minimal. We then apply the principle of delayed gratification, where the UAV attempts to solve the tradeoff between postponing until it reaches this minimum and the impatience to deliver as much data as soon as possible, before any physical damage on-the-fly may occur. Our empirical-driven simulations demonstrate that the optimal distance of transmission greatly depends on the interplay of actual throughput, data size, UAV cruise speed, and failure rate, and that state-of-the-art UAVs can already benefit from our approach.
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1. INTRODUCTION
Search and rescue (SAR) missions are known to be time-critical as human lives are affected. Here, technological advances could be put to great use. Among these potential technologies, small scale unmanned aerial vehicles (UAVs) and wireless communication have the potential to greatly improve quality and quantity of data available to human rescuers. A fundamental challenge in this context is the transfer of recordings taken by UAVs’ on-board cameras to SAR headquarters in a timely manner. This communication problem differs from other research areas such as mesh networks or mobile ad hoc networks in important ways: (i) UAVs are robots, and as such the mobility of UAVs is at least partially controllable, i.e., if beneficial, their position or trajectory can be adjusted to improve performance, (ii) the period during which UAVs remain in action is limited by battery capacity and harsh environments.

A mobile aerial network that provides control over some of the nodes’ mobility poses unique challenges to radio communications due to cruising at high speeds and positioning dynamics which entail an unreliable communication channel. To illustrate how controlled mobility can influence this communication, consider two UAVs, one hovering, the other carrying data to deliver and just coming in communication range. The UAV may transmit immediately. Yet, transmitting as soon as possible does not necessarily mean to transmit in the shortest time. The UAV may follow a different approach, and move closer to the target UAV, without transmitting until it reaches the desired distance and better communication conditions. Figure 1 shows the impact of this decision in a real experiment: as shown by the crossing point between the decision to transmit at a distance of \( d = 80 \text{ m} \), moving closer (‘moving’), or move closer to the hovering UAV and transmit only after reaching the new position (\( d \)). Here, waiting to transmit at a distance of \( d = 60 \text{ m} \) outperforms other strategies.
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Our simple model is not the final solution to the delayed gratification problem faced by UA Vs. Still, delaying the transmission may increase the probability of any interruption of the delivery of data, e.g., caused by hazardous conditions to operate. It may be better for the UAV to transmit its carried data sooner than required to minimize the communication delay. Delaying until the best conditions are encountered is known as delayed gratification, where the decision maker holds on to the desire to obtain an immediate gratification for the sake of a higher reward at a later point in time, a concept widely used in economics, physical health, and social competence [1, 2]. We express it as the temptation to deliver the data as soon as a link becomes available to reduce the probability of any operational failure versus the gratification it would obtain waiting until the best rendezvous point has been reached in terms of short communication delay.

Based on the above foundations, our contributions are summarized as follows:

- Motivated by real-world experiments, we introduce a model to express the delayed gratification problem. We derive the essential parameters that the UAV must factor in to compute the optimal strategy (Section 2).
- We characterize aerial communication with various experimental tests, using two heterogeneous types of UAVs, i.e., airplanes and quadcopters (Section 3).
- Driven by the experimental data, we study our strategy for delivering the carried data as a function of the data size, cruise speed, and the failure rate caused by any damage (Section 4).

Our simple model is not the final solution to the delayed gratification problem faced by UAVs. Yet, it provides significant insights and directions for investigations. The main conclusion of this contribution is that there exists a sweet spot where the UAV obtains the highest gratification, according to the interplay of actual throughput, failure rate, and system parameters. Finally, to the best of our knowledge, we are the first that provide an in-depth experimental comparison of different classes of aerial vehicles in terms of their communication capabilities.

2. DELAYED GRATIFICATION

In this section we model the strategy to deliver data. There is a fundamental three-way tradeoff:

- The UAV should select a path that is close to optimal for its sensing task.
- Because the mission is time-critical, the UAV should attempt to minimize the delay of delivering all of the gathered data, which is composed of the time required to (i) move to a specific location and (ii) transmit the data.
- UAVs have some probability to fail due to, for example, bad weather conditions or physical collisions. Therefore they would like to deliver data as soon as possible.

In this paper, we focus on the second and third aspects of this trade-off. In particular, we consider that the UAV has collected a batch of data (e.g., all the images of some area). The tradeoff we consider is depicted in Figure 2.

In order to address these conflicting needs, we propose a delayed gratification model to deliver the batch of gathered data. We formalize the problem by introducing a utility function \( U(d) \) to drive the decision to the optimum, where \( d \) is the distance between two UAVs at the time of transmission. Further, we define the communication delay \( C_{delay}(d) \) as the time necessary to ship and transfer the data at a distance of \( d \) (either to another UAV or to the ground station).

Based on delayed gratification theory [2], we express the utility \( U(d) = \delta(d) \cdot u(d) \), where \( u(d) \) is the instantaneous utility and \( \delta(d) \) the discount function of the delayed gratification problem:

- \( u(d) = 1/C_{delay}(d) \) represents the benefit of a UAV to transmit at a distance of \( d \). With infinite lifetime, the UAV achieves the highest gratification when \( C_{delay}(d) \) is minimal.
- With finite lifetime, there exists a reward discounting \( \delta(d) \) at a distance of \( d \), that reflects the failure probability due to any physical cause. This will cause the UAV to transmit sooner than in ideal conditions.

Given the lack of empirical measurements in the literature for modeling the failure rate of operational micro UAVs, we assume that the failure probability is exponentially distributed with the distance traveled [3]. It follows that the probability of being functional while moving to some location is \( \delta(d) = e^{-\rho(d)} \). Here, \( d_0 \) is the distance at which the UAV comes in range of another UAV and it is ready to transfer, and \( \rho \geq 0 \) is the failure rate that determines how likely it is that the UAV will fail. This yields:

\[
U(d) = \delta(d) \cdot u(d) = e^{-\rho(d)} \frac{e^{ho(d_0 - d)}}{C_{delay}(d)}.
\]

Note that the failure rate is distance-independent, meaning that the optimal strategy to send the data is stationary.

2.1 Formulation

The highest gratification is obtained by waiting to transmit until distance \( d_{opt} \), where \( U(d) \) is maximized:

\[
U(d_{opt}) = \max_d U(d),
\]

\[
s.t. \quad 0 \leq d \leq d_0, \; \nu > 0, \; M_{data} > 0.
\]

Eq.(2) maximizes the utility function by finding the optimal distance \( d_{opt} \) for transmission given the constraints of the initial distance \( d_0 \), the UAV speed \( \nu \), and the traffic demand \( M_{data} \) (that is, the total size of the data collected).

2.2 Modeling Communication Delay

Our attempt is to abstract the essential features of the communication delay. Once \( M_{data} \) has been collected, communication between two UAVs may occur at any time (note that collection and subsequent communication can happen multiple times before the
mission ends). Two basic strategies can be followed, i.e., ‘move and transmit’, where the UAVs move and their distance decreases while transmitting, and ‘hover and transmit’, referring to the case that the distance remains constant while transmitting. Finally, mixed strategies combining the basic strategies can be derived. Based on the insights of Figure 1, strategies based on ‘move and transmit’ are outperformed by ‘hover and transmit’. While mixed strategies could further reduce the communication delay, in order to simplify the treatment of the model, in the following we solely consider the strategy ‘hover and transmit’.

We divide the area of interest into sectors of size \( A_{\text{sector}} \), where one UAV is exclusively responsible to sense and gather data, e.g., taking images. Each picture snapped by the UAV covers a much smaller area of \( A_{\text{image}} \). We decompose \( C_{\text{delay}}(d) \) into two additive parts \( C_{\text{ship}}(d) = T_{\text{ship}} + T_{\text{tx}} \) (see also Figure 2).

**Shipping time**, \( T_{\text{ship}} \): the time it takes the UAV to move into a suitable position \( d \leq d_0 \) for transmission\(^2\), at a speed of \( v \). This is given by:

\[
T_{\text{ship}} = \frac{d_0 - d}{v}.
\]

**Transmission time**, \( T_{\text{tx}} \): the time between the first packet of the acquired batch of images is in the head of the queue ready for transmission and the time when the last packet has been successfully delivered. It is given by:

\[
T_{\text{tx}} = \frac{M_{\text{data}}}{s(d)},
\]

where \( s(d) \) is the throughput in Mbps at a distance of \( d \), and speed \( v \) close to zero. The optimal distance \( d_{\text{opt}} \) depends on:

- the amount of \( M_{\text{data}} \) acquired. \( M_{\text{data}} \) must be selected as a trade-off between detection possibility and network load caused. The sector is scanned by taking a total of \( A_{\text{sector}}/A_{\text{image}} \) pictures, with each picture of size \( M_{\text{image}} \). This results in \( M_{\text{data}} = \frac{A_{\text{sector}}}{A_{\text{image}}} \cdot M_{\text{image}} \).

- the cruise speed \( v \) of the UAV when approaching either another UAV or the ground station: The cruise speed \( v \) is controlled and locally measured by the UAV sensors.

- the rate \( s(d) \) at which \( M_{\text{data}} \) can be transferred as a function of the distance between sender and receiver and the interference present at the wireless medium. \( s(d) \) reflects the quality of the aerial link, which is experimentally studied in the next section.

### 3. EMPIRICAL STUDY

The basic determinant for delayed gratification is how the bandwidth between the two nodes varies as a function of their distance. In this section we investigate this correlation and examine the main factors that characterize aerial communication. Given the need for high-speed communication to deliver a batch of collected data, we study how practical it is to use 802.11n for air traffic between small scale UAVs. In the tests, a control channel between the ground station and every UAV is maintained, based on XBeePro 802.15.4 operating in the 2.4 GHz frequency band. This channel provides low bandwidth (up to 250 kbps) but long range (up to 1.5 km), and it is reserved for (i) light-weight telemetry data consisting of UAV status information (GPS coordinates, speed, etc.) sent to the central planner that resides at the ground station and (ii) new waypoints from the planner to the UAVs.

**Flying Platforms.** We employ two types of flying platforms, airplanes and quadrocopters, which come with different characteristics in terms of hovering capability, cruise speed, weight, etc. Our airplane platform – Swinglet [4] – is shown in Figure 3(a). An electrical motor drives its single propeller. Our quadrocopter platform – Arducopter [5] – has electronics similar to the Swinglets. Four electrical motors drive its propellers and the main electronic system is based on an Arduino board.

The general advantage of quadrocopters over airplanes is that they can hover at a waypoint, which helps to perform controlled tests. Airplanes normally cannot hover and have to circle around a waypoint to mimic the behavior, in our case, circle with a radius of at least 20 m. However, our quadrocopters travel at lower altitudes, speeds, and are heavier (due to the heavy chassis, it might not be as safe as the swinglets, even at low altitudes). A shortcoming of both types of UAVs is the limited battery life. The main features of the two flying platforms are summarized in Table 1.

**Wi-Fi 802.11 Communication.** We integrate an embedded system with a Wi-Fi module in our flying platforms. To guarantee fair conditions for our aerial communication tests, we use the same communication package in both the airplane and the quadrocopter platform. This package consists of a Gumstix Overo computer-on-module running a Linux distribution and an expansion board to connect the Wi-Fi interface. Among the multiple Wi-Fi interfaces we evaluated, we present the results using a Linksys 802.11n USB with the Radlink 3572 chipset, which comes with two integrated planar, omni-directional antennas and shows higher performance and flexibility than others. We enable features such as channel bonding, A-MPDU frame aggregation, and block ACK. We use a channel bandwidth of 40 MHz and a guard interval of 400 ns. The default number of frames for aggregation is 14. If the physical rate is too high, the embedded system may not fill the buffer fast enough, resulting in a lower number of A-MPDU sub-frames.

At boot up, the UAVs establish an ad hoc network with one another and the laptop/ground station at channel 40. A 5 GHz frequency channel is selected to avoid interferences with XBeePro at 2.4 GHz as it is reserved for critical messages.

### Table 1: Main features of our flying platforms.

<table>
<thead>
<tr>
<th></th>
<th>Airplane</th>
<th>Quadrocopter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hovering</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Size</td>
<td>Wingspan: 80 cm</td>
<td>Frame: 64 cm by 64 cm</td>
</tr>
<tr>
<td>Weight</td>
<td>500 g</td>
<td>1.7 kg</td>
</tr>
<tr>
<td>Battery autonomy</td>
<td>30 minutes</td>
<td>20 minutes</td>
</tr>
<tr>
<td>Cruise speed</td>
<td>10 m/s</td>
<td>4.5 m/s in auto mode</td>
</tr>
<tr>
<td>Maximum safe altitude</td>
<td>300 m</td>
<td>100 m</td>
</tr>
</tbody>
</table>

\(^1\)A picture is rectangle with an aspect ratio \( k \), and the field of view (FOV) is the diagonal of the rectangle. Hence \( A_{\text{image}} = (k \cdot \text{FOV}) \cdot (\text{FOV}) \).

\(^2\)It is straightforward to demonstrate that it is never convenient for a UAV to move further away from another UAV, and therefore we neglect the case \( d > d_0 \) in the rest of the analysis.
3.1 Experimental Results with Airplanes

To investigate aerial UAV-to-UAV communications, we start with a study of the performance of the wireless link for airplanes.

**Throughput.** We study the throughput between two flying airplanes, measured using UDP traffic and the iperf tool for different distances between the airplanes, where the distance is calculated applying the Haversine formula to GPS coordinates. The resulting data are visualized as boxplots in Figure 5. The median shows a throughput degradation with increasing distance. At shorter distances, the throughput (≈ 20 Mb/s) represents more the one expected of 802.11g (≈ 24 Mb/s). For comparison, in indoor lab test using 802.11n, we could get ≈ 176 Mb/s, similar to [6].

The lack of sufficient spatial diversity of the aerial channel impedes to effectively utilize the multiple antennas for MIMO communication. However, we expect higher aerial throughput than the 802.11g-like observed, thanks to 802.11n features such as channel bonding, A-MPDU frame aggregation, and block ACK. Next, we discuss potential causes.

**Fixed PHY Rate.** We now study the impact of the rate adaptation scheme on the throughput by fixing the PHY rate and using the same waypoints as above. In Figure 6, we compare the best throughput we achieve using different fixed PHY rates. Thus, we select modulation schemes and coding rates, which are represented by a modulation and coding scheme (MCS) index value such as MCS1, MCS2, MCS3 and MCS8, with PHY rates up to 60 Mb/s. Studying the median, we observe that the throughput obtained using the best among the set of MCS rates outperforms PHY auto rate adaptation (with 100% or more higher throughput at each distance). In the figure, MCS3 gives the best throughput for distances between 20 – 160 m; MCS1 for distances between 180 – 220 m; and MCS8 for distances between 240 – 260 m. We note that space time block coding (STBC) (used in MCS1, MCS2 and MCS3) outperforms spatial division multiplexing (SDM) mode (used in MCS8) for distances up to 220 m. Not shown in the figure, the packet loss rate is greatly reduced by simply fixing the rate.

We conclude that a strong component of our losses is caused by the disability of the auto-rate algorithm to adapt to the highly dynamic aerial channel between our airplanes. In order to factor out other sources of noise, we use our quadrocopters as shown in the next section.

3.2 Experimental Results with Quadrocopters

We configure the quadrocopters to hover at different relative distances. The tests are performed with auto PHY rate. Dictated by safety requirements in our field (but not necessary in real missions), we consider lower altitude and closer distances than airplanes. Figure 7 (on the left) plots throughput vs. relative distance for two quadrocopters. We observe higher throughput and smaller variability than in the airplanes tests shown in Figure 5 (see the upper and lower quartiles of the boxplot as well as the ends of the whiskers).

**Impact of Relative Speed.** We take advantage of the high level of control of quadrocopters to analyze how the speed affects the
throughput. We perform several sets of tests where a quadrocopter moves towards a second (hovering) one with an average speed of \( \approx 8 \text{ m/s} \) and transmits while approaching the target UAV. The results are summarized in Figure 7 (plot in the center) and show a clear drop in the throughput. We conclude that hovering of quadrocopters induces more stable channel conditions, which makes strategies of transmission under little relative motion perform better than strategies based on ‘move and transmit’. The impact of speed is further stressed in Figure 7 (plot on the right) that summarizes the results of transmitting at different speeds at a distance of around 60 m. Clearly, the throughput varies and drops significantly with the speed. Consequently, mixed strategies containing ‘move and transmit’ would require a further dimension (the speed) to empirical-driven throughput estimation, leading to an interesting extension of our model. Strategies based on ‘hover and transmit’ can already be supported by our simpler and tractable characterization of the channel.

4. STRATEGY STUDY

We now provide an analytic formulation of the throughput (fitted to real testbed measurements) and investigate the strategy of delayed gratification under varying conditions by means of empirically-driven simulations based on Matlab. We consider the following two baseline scenarios and parameter settings following the problem formulation in Section 2.2:

- **Airplane scenario:** \( M_{\text{data}} = 28 \text{ MB} \), \( v \approx 10 \text{ m/s}, \rho = 1.11 \cdot 10^{-3} \text{ m}^{-2}, A_{\text{sector}} = 500 \text{ m} \times 500 \text{ m}, d_0 = 300 \text{ m} \). Since airplanes move continuously, we assume that airplanes can synchronize their trajectory in a way that their relative speed is close to zero at the time of transmission.

- **Quadrocopter scenario:** \( M_{\text{data}} = 56.2 \text{ MB} \), \( v \approx 4.5 \text{ m/s}, \rho = 2.46 \cdot 10^{-4} \text{ m}^{-2}, A_{\text{sector}} = 100 \text{ m} \times 100 \text{ m}, d_0 = 100 \text{ m} \).

Above, the failure rate \( \rho \) is chosen as the inverse of the distance that the UAV could travel at its nominal cruise speed \( v \) before the battery will be completely depleted. We solve the optimization problem of Eq. (2), given the empirical input values of \( s(d) \). We fit a logarithmic function to the empirical median throughput (auto PHY rate) for different distances \([8]: (i) \text{Airplane} (d) = 10^5 \times (-5.56 \times \log(d) + 49) \) and (ii) \( \text{Quadrocopter} (d) = 10^5 \times (-10.5 \times \log(d) + 73) \).

\[ \text{With a resolution image of } 1280 \times 720 \text{ pixels } (k = 16/9), \text{ flying at an altitude of } 70 \text{ m}, \text{ and camera lens angle of } 65^\circ, \text{ we have } \text{FOV} = 90 \text{ m} \text{ and } \text{Image} = 3432 \text{ m}^2. \text{ Accordingly, using } A_{\text{sector}} = 0.25 \text{ km}^2, \text{ we have } M_{\text{image}} = 0.39 \text{ MB } \text{ in JPEG100 format (100% quality, 24 bit/pixel)}\text{.}

\[ \text{Flying at an altitude of } 30 \text{ m} \text{ gives } \text{FOV} = 12.7 \text{ m} \text{ and } \text{Image} = 69.4 \text{ m}^2. \text{ With } A_{\text{sector}} = 0.01 \text{ km}^2, \text{ } M_{\text{image}} = 0.39 \text{ MB } \text{ and } M_{\text{data}} = 56.2 \text{ MB}. \]

\[ \text{Figure 8: } U(d) \text{ for various } \rho, \text{ baseline scenarios.} \]

with coefficient of determination \( R^2 = 0.9 \) for the airplane scenario and 0.96 for the quadrocopter one. We consider a minimum distance of 20 m between two UAVs to avoid physical collisions.

Figure 8 depicts \( U(d) \) versus \( d \) as a function of \( \rho \). We observe that the optimal distance \( d_{\text{opt}} \) of Eq. (1) increases with the failure rate \( \rho \). We note that \( U(d) \) can be approximated with a concave function for \( \rho \approx 1 \), and thus the formulation in Eq. (2) can be approximated as an unconstrained concave maximization problem. However, this result does not hold for higher \( \rho \) and may not hold for other \( s(d) \) functions. Not shown in the figure, we further observe that \( d_{\text{opt}} \) does not change having smaller \( d_0 \) at which the data is ready. This occurs as long as \( d_0 \) does not reach \( d_{\text{opt}} \). Once \( d_0 = d_{\text{opt}} \), it becomes beneficial to transmit immediately. Different results are expected, e.g., for a non-stationary failure rate. Nevertheless, we expect that realistic failure models will give the same qualitative conclusion that there exists a tradeoff between the minimization of the delay and the amount of data that can be delivered before a failure occurs.

We finally study how changes in data size \( M_{\text{data}} \) and speed \( v \) influence \( U(d) \) in the airplane scenario. We vary \( M_{\text{data}} \) from 1MB to 45 MB and \( v \) from 1 m/s to 20 m/s. Figure 9 shows an excerpt of the resulting \( U(d) \) versus \( d_{\text{opt}} \). The plot confirms that by increasing the speed it is better to move closer and closer for a given \( M_{\text{data}} \). Once the minimum distance is reached, higher speeds even increase the gratification to delay the transmission, as observed for \( M_{\text{data}} = 25 \text{ and } 45 \text{ MB} \), and speeds above 10 – 15 m/s. Finally, looking at the instances of same speed, we can conclude that having larger \( M_{\text{data}} \) makes it more advantageous for a UAV to move closer to another UAV but at the cost of reduced \( U(d) \) (caused by longer communication delay) once it reaches the optimal distance \( d_{\text{opt}} \).

5. DISCUSSION OF OUR APPROACH

Our UAV networking approach depends on design decisions concerning the implementation and use of controlled mobility. The approach is mainly driven by the aim to provide a practical solution. We assume a centralized system (central planner), which controls the mission and is aware of the positions and trajectories of the UAVs and, thus, of their distances \( d \). For reasons of tractability, we assume aerial links with line-of-sight behavior. This allows us to correlate the Euclidean distance between two communicating nodes and the radio signal quality and, hence, to study the gradient of the transmission time \( T_{\text{trans}} \) as a simple function of \( d \). To account also for walls and other obstacles, our model requires an extension.

The central planner may send both the receiving and the transmitting UAV to new positions for improving transmission. Thus, UAV movement is determined by the mission and communication optimization. To simplify this task, we make an artificial division...
between these two movement purposes. It is expected that a holis-
tic planning approach integrating both movement types will lead to
to better performance – but this is a potentially complex problem
to solve and not yet integrated in our model.

6. RELATED WORK
UA Vs are employed in surveillance and SAR operations, where
they scan areas but also act as networking relays to transmit data
to a ground station. Most related works focus on the transfer of
small-sized sensor data [8, 9]. The delivery of large-sized images
with time-critical requirements is, on the one hand, hampered by
the wireless channel dynamics due to mobility, and, on the other
hand, supported by the ability to control mobility.

UAVs provide additional connectivity for the ground nodes, and
allow to extend the range of mesh networks [10]. In our prelimi-
nary study on link quality assessment (solely on airplanes), we
observed high losses in two test scenarios [11]. Channel measure-
ments of 802.11a UAV-to-ground links were presented in [12]
to characterize the impact of heights, yaws, and distances. [13] mea-
sured a throughput of up to 13 Mbit/s from ground to one UAV,
and half of the throughput using another UAV as relay. One of the ma-
jor challenges for aerial links is the antenna orientation of highly
mobile nodes [14] studied the impact of the antenna orientation
using a fixed wing UAV, while an antenna extension to 802.11a
was proposed in [15]. These extensions improved the communi-
cation of UAV-to-ground links at 5 GHz. Our work completes
these related studies by an experimental study of 802.11n channel
and results originating from PHY rate investigations.

In mobile robot and, in particular, UAV networks, the mobility
of the nodes can be controlled [16–19], first, to accomplish a mission,
and, second, to create networking opportunities. Controlled mobility
[8,17,20,21] differentiates here between relaying, i.e., placing a
relay node, which remains static, and ferrying of information from
one stationary node to another stationary node. Although termed
differently, the concept of ferrying is well-known in store-and-forward
and delay-tolerant networks (DTNs). It has been shown that the capacity of a wireless multi-hop network can be increased
by the mobility of nodes [22]. A consequence of these results is
to aim for short channel occupancy times, which we address by
delaying transmission on the single link.

Rather than introducing controlled mobility only for a subset of
nodes (dedicated ferry nodes), our view is that the scarce number of
UA V s flying in the area requires that any mission-oriented UA V can
become a ferry. Different to previous works, we introduce a way
to decide when to transmit, expressed with the concept of delayed
gratification, i.e., a tradeoff between the desire of the ferry to trans-
mit as soon as possible and minimizing the overall communication
delay.

7. CONCLUSION
UAVs may contribute to SAR missions by gathering and sending
large-sized image data for mapping a supervised area. In an
extensive experimental study, we found that the otherwise promis-
ing 802.11n technology is limited when exposed to dynamic aerial
channels. Consequently, UA Vs should control their mobility such
that the transmission can be scheduled at the time and location opti-
mal for achieving high performance with little risk of UAV oper-
ation failure. By applying the concept of delayed gratification, we
computed this best position as a tradeoff between the UAV’s de-
sire to transmit as soon as possible and to position itself best for
transmission. Yet, to be tractable, the model contains a few sim-
plications and assumptions which can be subject to extensions of
this work, namely, introducing a specific failure model, exploiting
new dimensions of the optimization problem, and studying the cost
of re-positioning during the planned mission.
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