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Abstract

The coordination and management of inter-domain routing in the Internet are crucial tasks that happen “behind the scenes”, while we use the Internet for checking our emails, surfing the web, making Skype video calls, watching NetFlix episodes or engaging in social networking. The basic protocol that governs inter-domain routing, i.e., routing between the diverse administrative network domains, is the Border Gateway Protocol (BGP). Researchers have pinpointed several issues with the design and operation of BGP over the years, such as slow convergence times or lack of end-to-end service guarantees, and have proposed various solutions and improvements. Despite this large body of proposals, BGP is extremely resistant to change, albeit the only core protocol that virtually every Internet Service Provider (ISP) uses today to route packets between domains. Therefore, we need to find ways to address the requirements of new Internet services and evolve routing while maintaining compatibility with BGP. We thus propose a new architectural approach which can be incrementally deployed in today’s Internet and which can gradually tackle BGP-related challenges while its adoption gains momentum. Within the scope of this work, we address the challenges related to the suboptimal convergence behavior, suboptimal path computations and lack of inter-domain service guarantees. The approach is general enough to be used for optimizing further aspects of inter-domain routing beyond the scope of this work.

As our basic approach, we make the case for gradual routing centralization across domains based on Software Defined Networking (SDN) principles and outsourcing mechanisms. The envisioned setting is composed of contractors offering Routing as a Service (RaaS), serving—contiguous or disjoint—clusters (i.e., groups) of Autonomous Systems (AS), which are their clients. In general, contractors may operate on abstract views of their client networks. We show how the proposed architecture may be used as the basis for such improvements, by investigating two concrete and prominent use cases.

As a first use case, the RaaS contractors talk to external ASes via BGP, while providing inter-domain optimizations and new routing services within
their respective client clusters via SDN mechanisms. These optimizations, such as more stable routing and better convergence, may also benefit non-client ASes. In fact, we show that routing convergence improves w.r.t. time and load of routing updates, as the sphere of influence of RaaS contractors expands over hybrid BGP-SDN multi-domain networks. We have thus developed an emulation framework to run hybrid routing experiments.

As a second use case, we investigate RaaS contractors that work independently from BGP by performing overlay stitching of partial paths crossing ISP domains. The goal of this process is to form end-to-end routes with certain properties, such as guaranteed bandwidth, latency or availability. The stitching can be implemented, e.g., using well placed and connected programmable switching points at ISP interconnects. The setup on which we simulate our proposal is the rich overlay fabric that ISPs and their peering interconnections compose, utilized in a novel way for the provisioning of guaranteed end-to-end services across domains. This setup is aligned to the status quo in the ISP ecosystem, in terms of inter-domain topologies and peering relationships. In fact, our research is based on Internet eXchange Points (IXPs); these are physical infrastructures where multiple ISPs exchange data with each other.

To investigate the potential of the aforementioned peering fabric in terms of AS-level path diversity and associated metrics, we further develop a graph transformation algorithm. This algorithm can be used for the computation of min-cuts on arbitrary network graphs governed by policies. One of the application contexts of this computation is an inter-domain setting governed, e.g., by valley-free routing policies. Metrics that rely on policy-compliant min-cuts can be calculated centrally by a multi-domain RaaS contractor to evaluate routing availability, multipath throughput and reliability against link failures.

We investigate the benefits, implications and outlook of the general approach and its associated use cases, supporting the following hypothesis: Inter-domain routing centralization, performed in a staged and consistent manner, can help to evolve and improve Internet routing on the AS level. In the context of the studied use cases, the routing algorithms, protocols and services are evolving on top of the RaaS contractor’s platform. This platform is the logically centralized routing control plane which operates on an abstract global view of the (inter-)network.
Kurzfassung


Wir untersuchen den Nutzen, die Auswirkungen und den Ausblick unseres generischen Ansatzes und der assoziierten Anwendungsfall, um damit die folgende Hypothese zu stützen: *Eine stufenweise und konsistente Zentralisierung des Inter-Domain-Routings kann das Routing zwischen Autonomen Systemen verbessern und weiterentwickeln.* In den von uns untersuchten Anwendungsbeispielen werden die Routing-Algorithmen, die Routing-Protokolle und die Routing-Services auf der Plattform jedes RaaS-Providers weiterentwickelt. Diese Plattform stellt eine logisch zentralisierte Steuerung für das Routing dar und verwendet eine abstrakte, globale Sicht auf die beteiligten Netzwerke und die dazugehörigen netzwerkübergreifenden Links.
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Chapter 1

Introduction

“Begin at the beginning,” the King said, very gravely,
“and go on till you come to the end: then stop.”
—Lewis Carroll, *Alice in Wonderland*

We start with the motivation behind this dissertation and the scope of its creation in Section 1.1. We continue with the research questions that we address with our work and the basic hypothesis that we investigate in Section 1.2. Our contributions in the context of this investigation are summarized in Section 1.3. Lastly, we describe the structure of this thesis and the relationship between our publications and the corresponding chapters in Section 1.4.

### 1.1 Motivation and Scope

Our work revolves around two primary axes: *(i)* the need for evolvable inter-domain routing, and *(ii)* the advent of SDN principles, such as the gradual logical centralization of the routing control plane, which may enable such an evolution. We next elaborate on these axes.
1.1.1 The Need for Evolvable Inter-Domain Routing

Inter-domain routing is based on a fully decentralized model, where multiple ASes\textsuperscript{1} interact and exchange routing information via BGP\textsuperscript{2}. Although BGP has significantly contributed to the impressive scale and success of the Internet, being the de facto standard of core inter-domain routing for almost three decades, it is nonetheless one of the most inflexible and ossified protocols of the routing protocol stack\textsuperscript{3}. While it is by design capable of exchanging prefix reachability information and expressing multifarious policies on the inter-AS level, it has several limitations\textsuperscript{260} relating to its fully distributed\textsuperscript{3} nature\textsuperscript{159, 160, 196}, routing policy enforcement capabilities and implications\textsuperscript{47, 86, 102, 184, 237}, security\textsuperscript{25, 140} and management complexity\textsuperscript{30, 31, 235}. For example, the BGP control plane can take several minutes to converge after a routing change\textsuperscript{160}; during this period instabilities and anomalies may occur as ASes explore paths\textsuperscript{196} or try to rate-limit the update churn\textsuperscript{128, 244}, affecting the routing availability for network applications\textsuperscript{159, 179}. Furthermore, BGP was not designed to provide reliable end-to-end circuits with guaranteed properties\textsuperscript{261}; mission-critical services which depend on these properties\textsuperscript{120} may not run efficiently over a BGP core.

Despite the many research proposals for incremental improvements and clean-slate redesigns of how inter-domain routing should work, BGP has not successfully retrofitted the proposed ideas. One can not simply change BGP at one go. Therefore, we need to find an avenue towards evolvable inter-domain routing, while being compatible with BGP and generally with the status quo in the Internet ecosystem (e.g., market practices). At this point, we should note that the challenges related to

\textsuperscript{1}The total number of ASes in the Internet is estimated between 40,000 and 50,000 ASes\textsuperscript{49}, with around 80\% being edge networks and 20\% core networks.

\textsuperscript{2}and probably the entire TCP/IP core.

\textsuperscript{3}Full distribution is simultaneously a strength and weakness of BGP. On the one hand, it is responsible for some aspects of routing scalability and separation of concerns regarding network governance, but on the other hand it adds to complexity, convergence times and difficulties with problem troubleshooting. For instance, a malfunction or misconfiguration of a single BGP router can uncontrollably propagate to the entire Internet and persist for hours before the problem can be effectively pointed out and resolved\textsuperscript{176}, e.g., by proper filtering in the control plane. Such errors can be either intentional\textsuperscript{40} or simply the result of a human mistake\textsuperscript{69}. 
changing and evolving the inter-domain routing system are clearly not only of technical nature, but also of economic/political nature: the task of convincing stakeholders to adopt changes requires financial incentives. Among these incentives we pinpoint the undisrupted use of the current network services, even if the currently deployed network base (such as routers, switches, etc.) is to be altered or extended gradually. The promise of profit in exchange for new services is also important. We further need to take into account that Internet stakeholders, such as transit ISPs, have already made large investments in acquiring and maintaining this legacy equipment; reducing their Operating Expenses (OPEX) while keeping this equipment provides strong motivation. On the one hand, clean slate approaches are suitable for theoretical reasoning about benefits and implications introduced by a novel architecture. On the other hand, a practical solution should in most usual cases preserve interoperability with a variety of legacy equipment while it enters the Internet landscape. For instance, “talking” BGP is an important requirement (cf. Chapter 4), which can though be sidestepped with the proper use of overlay networks and network virtualization (cf. Chapter 6).

1.1.2 SDN and Routing Centralization

SDN is an emerging network architecture which aims to change the current paradigm of networking, based on abstractions of the data, control and management planes. SDN aims at addressing the following challenge: making the data plane more programmable, while allowing the control plane to evolve in an independent fashion. The complexity of network control is meant to be “moved to the right place”, i.e., to be streamlined and abstracted away at the appropriate layers of the control plane. For example, the state distribution challenge can be solved once and managed by a central point of control, in contrast to being replicated for every new protocol that an operator wants to add to her network, e.g., for hosting new services over the infrastructure.

The key concept of SDN is the separation of the network control plane from the data plane, e.g., separating routing from routers [85] making these devices simple forwarding elements. SDN enables logically centralized Network Operating Systems (NOS) and controllers [45, 114, 146]. A NOS implements the state distribution abstraction of the layered SDN model [222] and interacts with packet forwarding elements
based on forwarding abstractions such as OpenFlow [183], i.e., the southbound interface. Control features and applications, including routing algorithms, can be deployed on top of the NOS and run as software modules using a specification abstraction API, i.e., the northbound interface. The NOS presents a consistent network-wide view to the centralized control logic running on top of it. Multiple NOS systems and network control and management applications can run over the same network substrate, using network hypervisors implementing the virtualization layer of the SDN control stack [11,224]. The following question naturally arises in this context: Can we take advantage of SDN concepts, such as logical centralization and abstractions, on an inter-domain level? The main possibility that we want to investigate is the use of logically centralized routing controllers on the inter-domain level, acting as the “thin waist” on a layered model of the Internet control plane. Network control applications such as end-to-end service provisioning may flourish above this waist while the data plane of the networks and the low-level control may evolve independently below the waist. We visualize the high-level concept in Figure 1.1.

1.1.3 The Scope of This Thesis

In this thesis, we leverage SDN to improve inter-domain routing properties while enabling innovation in routing applications running across multiple domains. This can be achieved by gradually forming logically centralized inter-domain routing controllers and AS clusters which are served by these controllers. We note that inter-domain centralization is an unconventional idea, which we though investigate with an open mind in terms of potential benefits. As a financial and technical means towards inter-domain centralization, we propose to outsource the routing control plane of an AS to external trusted providers, i.e., “Routing-as-a-Service” [162] contractors, according to our previous work [148,149]. The high-level incentives that drive this process and govern the trust-based relationship are the opportunities for the reduction of the business expenses and for the provision of new services that are hard to offer without the presence of a contractor acting as a mediator, as we show later in the thesis. The contractor specializes in routing management and can relieve the ASes of the burden of maintaining expensive, highly-trained staff who manage the cumbersome routing complexity [30,31]. Since a contractor manages
1.1 Motivation and Scope

Figure 1.1: The promise of logical SDN-based routing centralization on the multi-domain level: routing controllers would be the “thin waist” of the control plane, with control and management applications and the data plane evolving independently north and south of them, respectively. The three multi-domain applications presented here correspond to the chapters 4, 5 and 6 of this thesis.

routing for several ASes, it can take advantage of this multi-AS level of logical centralization and aggregation in order to improve multiple aspects of inter-domain routing, while maintaining legacy compatibility with non-client ASes. We note that each AS preserves its policy-shaping capability, privacy and business identity; the contractor can for example operate only on a virtual slice [224] of the client network, managing inter-domain interactions. Outsourcing is only a means to an end; there can be alternative paths to inter-domain centralized control e.g., based on ISP coalitions occurring at IXPs, mediated via the IXP’s SDN controller [117].
Based on our architectural approach using multi-domain Routing-as-a-Service controllers, we examine potential use cases where we can improve on current inter-domain routing, along with other associated benefits and challenges. The objective is to present and analyze the architectural approach, and go in depth in two instantiations of this approach applied on potential use cases. Within the scope of this thesis, we attack the challenges of BGP convergence, optimal centralized path computations and support of end-to-end service guarantees using the appropriate emulation/simulation tools. We do not claim to implement the whole architecture, but rather take a close look at two vertical slices, i.e., applications and their underlying—properly abstracted—infrastructure. For each of the slices/applications we use a suitable validation approach (first emulation, then simulation), combined with algorithmic frameworks where required. We would like to stress that we followed a use case-based approach instead of a full engineered implementation of the architecture for the following reasons. (i) Our main goal was to show that our idea makes sense before we proceed to a full implementation. (ii) There are large groups, both in the research and industrial communities, that work heavily on the engineering challenges of scaling up and securing such SDN controllers; due to lack of such resources on our side, both in terms of people and time, we focused more on the promise of the idea and the verification of the benefits of its potential applications. (iii) We believe that using this thesis as a basis, future researchers could combine the work of heavy-weight controllers implemented and deployed by the industry and the publicly available tools that we produced for investigating our use cases, and deploy these ideas within a temporal horizon of a few years on the real Internet.

Finally, we note that the proposed multi-domain RaaS controllers may coordinate using classic BGP or with new protocols, based for example on the notion of a “flow-space” instead of plain IP prefix-based routing. We do not investigate those in this thesis, since they do not belong to the primary scope of our research. We propose though how support for multiple SDN controllers and corresponding clusters communicating via BGP could be added to our emulation framework (cf. Chapter 4) in future work (cf. Section 7.4).
1.2 Research Questions and Basic Hypothesis

In this work, we address the following research questions that lie within the scope of the thesis (cf. Section 1.1).

- What new possibilities does inter-domain routing centralization enable? Which are the associated challenges and implications? What are the gains from such an approach in terms of performance, simplification of management or new opportunities such as on-the-fly provisioning of routing paths?

- Could the radical proposal of routing outsourcing across domains be realized in some form? Which mechanisms would be suitable for this realization?

- Which are the main entities and components of a potential routing outsourcing framework, operating on the inter-domain level, and how do they interact with each other?

- How would a SDN-based centralization scheme interact with classic BGP in terms of routing convergence? What is the impact of incremental deployment in terms of convergence times and load of routing updates in this context? Can the scheme solve some of the problems that BGP is currently facing?

- How could the routing centralization approach be applied in the context of guaranteed end-to-end services over the current Internet, working in parallel with BGP? How could staged upgrades in well-targeted parts of the supporting infrastructure be applied?

- A centralized routing platform may implement multifarious routing policies on the inter-domain level. Metrics such as path diversity or policy-compliant path lengths and bandwidth are affected by such policies. What is the effect of routing policy on path diversity on the AS level?

We will try to tackle the challenges associated with the aforementioned questions both from a system’s perspective (multi-domain routing controllers and emulation framework) and a more theoretical perspective.
(routing algorithms, path diversity calculations and simulations). In general, we will investigate the validity of the following hypothesis: *Inter-domain routing centralization, performed in a staged and consistent manner, can help to evolve and improve Internet routing on the AS level.* Additional questions, such as what are the characteristics of the economics of such an approach, will not be answered in this thesis but will be addressed in follow-up projects, such as Netvolution [189].

### 1.3 Contributions

With this dissertation we propose and look into a novel architectural approach for Internet routing, where parts of the inter-domain routing control plane are logically centralized. The aim of this proposal is to address some of the problems that BGP-based routing faces, such as slow convergence or the lack of end-to-end guarantees across the Internet. This is performed in a legacy-compatible way that is aligned with the status quo in the ISP market in particular, and the Internet ecosystem in general. The detailed contributions are listed below in chronological order. The associated publications and a brief recap of these contributions can be found in Section 7.2.

**Proposal of a New Architecture.** We describe a new, incrementally deployable architectural approach for Internet routing in which the routing control plane of multiple networks/domains is logically centralized. This follows the SDN paradigm based on the decoupling of the network control from the data plane and the consequent centralization of control, although at the inter-domain level involving multiple ASes. We do not interpret SDN in the narrow light of OpenFlow; control/data decoupling and control plane centralization may also be realized with legacy mechanisms, as examples of routing control platforms using internal BGP (iBGP) or any Interior Gateway Protocol (IGP) have shown [45,245]. We see our work as an alternative path towards extending the value proposition of SDN over multiple domains, in parallel with research efforts on the Software Defined Internet eXchange (SDX) [117] or proposals for BGP-like communication between per-domain SDN controllers or instances of a NOS [29]. The proposed approach of SDN-based routing centralization across domains promises to become a vehicle for evolving and improving BGP, leveraging the bird’s eye view over multiple networks to benefit several
aspects of inter-domain routing. These aspects may range from faster, less “chatty” convergence and policy conflict resolution, to end-to-end Quality of Service (QoS) and collaborative security and troubleshooting applications on the AS level.

**How to Realize our Proposal in Today’s Internet.** Multi-domain SDN-based routing centralization can be realized by outsourcing routing functions to an external Routing-as-a-Service contractor, which provides inter-domain services facilitated through a multi-AS network controller or NOS. We note that the controller is a logically centralized construct that may be physically implemented using distributed systems mechanisms for resiliency and scale. In the outsourcing context, each AS preserves its policy-shaping capability, privacy and business identity; the contractor can for example operate only on a virtual slice of the client network, managing inter-domain interactions. As mentioned before, there can be alternative ways towards outsourced centralized control across domains.

**Use Case 1: Better Convergence.** With this use case we investigate the improvements induced in routing convergence, as more and more ASes perform cumulative outsourcing of (parts of) their routing control plane using a common RaaS contractor. We therefore introduce a publicly available emulation platform built on top of popular SDN emulation and legacy BGP routing software, for experimenting on hybrid BGP-SDN AS-level networks. We focus on external BGP (eBGP) sessions between the AS border routers. The framework capitalizes on the “big router” abstraction for the ASes, due to lack of internal topology and policy data. This abstraction is not fundamental, but it allows us to capture some basic properties of hybrid inter-domain routing, even in the absence of complete information per domain. Since we focus on exploiting multi-domain centralization to improve BGP’s slow convergence in the context of routing outsourcing, we build and make publicly available a first multi-AS controller tailored to this use case. The controller speaks OpenFlow within the served AS clusters, and BGP with the rest of the Internet. Using the controller and the emulation framework, we demonstrate experimentally that SDN centralization helps to reduce BGP convergence times and churn rates with expanding SDN deployments. We note that while BGP is not used for routing within the clusters, it is still needed for interoperability with the rest of the Internet; we cannot—and probably do not want to—centralize all
routing decisions for the whole Internet. Thus we evaluate the benefits of gradual centralization of some of its parts. Further insights regarding the interplay between path-vector BGP and link-state SDN routing are analyzed, along with the associated challenges and trade-offs, such as controller scalability, state consistency and northbound interfaces. The latter challenges are dealt with using the abstractions offered by modern SDN controller frameworks.

**Min-cuts on Graphs under Network Policies.** During the course of our research, the issue of routing policies and their impact on path diversity on AS-level topologies came into play. The reason is that environments such as the AS-level Internet are governed by routing policies [47]. We thus needed to address the following questions. How many links can be cut before a network is bisected? How diverse or “rich” is a network path-wise? What is the maximal bandwidth that can be pushed between two nodes of a network? These questions are closely related to network resilience, path choice for multipath routing or bisection bandwidth estimations in multiple network environments. The answer is quantified using metrics such as the number of edge-disjoint paths between two network nodes and the cumulative bandwidth that can flow over these paths. In practice though, such calculations are far from simple due to the restrictive effect of network policies on path selection. Policies are set by network administrators to conform to service level agreements, protect valuable resources or optimize network performance. We thus introduce a general methodology for estimating lower and upper bounds for the policy-compliant path diversity and bisection bandwidth between two nodes of a network, effectively quantifying the effect of policies on these metrics. Exact values can be obtained if certain conditions hold. The approach is based on regular languages and can be applied in a variety of use cases. In the multi-AS RaaS context, the algorithm may run on top of a logically centralized routing controller. In fact, in such a setup, calculating the policy-conformant min-cuts is a complex task while the policies themselves restrict the corresponding values. Moreover, the RaaS controller operates on the global abstract view of the underlying network graph where policies from multiple domains are applied, governing their interactions. A class of such policies is the valley-free regime [98] (cf. Section 2.1.2), which we study in practice, together with some of its relaxations (cf. Chapter 5, Chapter 6).
1.3 Contributions

Use Case 2: End-to-End Guaranteed Services, Across Domains. With this use case we investigate Internet QoS pathlet (i.e., partial path) brokers, which we treat as a family of centralized inter-domain QoS enablers, called Control eXchange Points (CXPs). CXPs are routing control plane intermediaries which work independently from BGP and stitch paths end-to-end while maintaining QoS on an inter-domain level. These paths are offered with specific properties and guarantees by ISPs, connecting their domain edges. ISPs exchange control with CXPs along the end-to-end path in order to benefit from the service (e.g., bandwidth- or latency-guaranteed VPN tunnel) running on top. In the context of the rising interest in IXPs and the enormous peering ecosystem that ISPs, Content Providers and IXPs compose, we research IXP deployments as potential points at which ISPs and CXPs can meet and operate. Looking beyond the system aspects, based on a novel view of the overlay graph formed using inter-IXP paths which cross ISP domains under the supervision of CXPs, we perform the following steps. First, we process and compare public peering datasets and consequently we form and measure inter-IXP overlay graphs on which CXPs may operate. We show that these graphs are rich enough to support the CXP use case in terms of IP address coverage and path diversity, and that incremental deployment is viable. Their potential is investigated both in (i) time, as the peering ecosystem evolves, and (ii) space, in terms of incremental deployment on multiple geographically dispersed IXPs. Policy-compliant path diversity extending beyond valley-free policies, within an environment where every ISP has incentives to offer pathlets, is taken into consideration for the calculations using our previous methodology. Furthermore, we introduce and evaluate an algorithmic framework that addresses CXP pathlet stitching over dense IXP-based overlay graphs. Simulations of QoS-constrained paths over such graphs are performed using variants of online, offline and hybrid algorithms and real datasets providing IXP facility and membership information, such as Euro-IX and PeeringDB.

To summarize, in this thesis we make the case for gradual routing centralization across domains based on SDN principles and outsourcing mechanisms. The envisioned setting is composed of multiple Routing-as-a-Service contractors serving contiguous or disjoint clusters of ASes. These contractors can talk to legacy ASes with BGP, while providing inter-domain optimizations and new services within the clusters. These optimizations, such as more stable routing and improved convergence,
may also benefit ASes outside of the cluster. In the CXP context, such contractors may work independently from BGP performing overlay pathlet stitching for pathlets crossing ISP domains, while being anchored to IXPs. The benefits, challenges and outlook of the general paradigm are investigated, validating the basic hypothesis of this thesis (cf. Section 1.2). We do not claim that this thesis is an exhaustive analysis of all potential inter-domain routing centralization schemes and potential architectures; we rather propose an approach, and analyze its merits and implications. Moreover, the goal of this thesis is not to implement all engineering aspects of the architecture, such as making it reach Internet scales in practice, but rather to show how its basic principles can be applied in different contexts to solve some of the problems that inter-domain routing faces today.

1.4 Thesis Outline

This thesis is structured as follows, chapter-wise. The publications on which each chapter was based are mentioned for clarity.

Chapter 2 reviews related work and highlights the novel aspects of this thesis, in particular the routing outsourcing proposal (cf. Chapter 3), compared to previous work. The background information that is relevant to the main topics that this work touches on is also provided for completeness. This chapter was heavily based on the background work performed for the formation of my research plan at the beginning of the second year of my PhD studentship. The plan has been approved by Prof. Plattner and was formally submitted to the doctoral administration office of ETH Zurich for the continuation of my studies.

Chapter 3 introduces the architectural approach for gradual inter-domain routing centralization based on SDN. The associated benefits, challenges and implementation mechanisms—such as cumulative routing outsourcing—are analyzed in detail. This chapter is based on our Elsevier journal publication in the Special Issue on SDN & NFV [151], our HotNets paper [148] and our ONS extended abstract [149]. These publications were joint work with Xenofontas Dimitropoulos, Adrian Gämperli and Bernhard Ager.

Chapter 4 describes the first use case where the approach of Chapter 3 can be applied, namely improving the convergence properties of inter-domain routing while being compatible with BGP. This chapter
presents SIREN, a custom hybrid BGP-SDN emulation framework for running AS-level routing convergence experiments, a proof-of-concept multi-domain routing controller that runs on top of SIREN, and the evaluation results and associated insights in terms of convergence times and churn rates for custom multi-AS topologies. This chapter is based on our Elsevier journal publication in the Special Issue on SDN & NFV [151], our HotNets paper [148], our ONS extended abstract [149] and our SICGOMM demo extended abstract [97]. These publications were joint work with Xenofontas Dimitropoulos, Adrian Gämperli and Bernhard Ager.

Chapter 5 presents a general algorithmic framework for estimating the policy-compliant path diversity and bisection bandwidth of a network, including the AS-level path diversity. In particular, it describes important use cases for policy-compliant min-cuts, such as AS-level graphs governed by valley-free policies or more liberal extensions of valley-free. These use cases further motivate the analysis of the IXP-based overlay graph calculations in Chapter 6. Afterwards, it gives the idea and the algorithm for a custom graph transform to be used for calculating policy-compliant min-cuts on an arbitrary network graph, modeling policies as regular expressions and consequently as finite state automata. The methodology is further applied in Chapter 6. Chapter 5 is based on our INFOCOM paper [144], which was joint work with Rowan Klöti, Bernhard Ager and Xenofontas Dimitropoulos.

Chapter 6 presents the second use case where the approach of Chapter 3 can be applied, namely the provisioning of guaranteed end-to-end services using inter-domain mediators deployed on IXPs, called Control eXchange Points (CXPs). This chapter studies the associated IXP multigraph and its potential as the data plane for such services in terms of client reach, path diversity and incremental deployment. We formulate and evaluate pathlet stitching algorithms over dense IXP-based multigraphs using a custom simulation framework and real peering datasets. We further analyze observations and insights relevant to the CXP concept and its potential in detail. This chapter is based on our ETH Zurich Technical Report [153], our SIGMETRICS extended abstract [154] and our ONS extended abstract [150]. These publications were joint work with Rowan Klöti, Matthias Rost, Xenofontas Dimitropoulos, Bernhard Ager, Stefan Schmid and Panagiotis Georgopoulos.
Chapter 7 concludes this thesis with a general summary of the work and the review of its contributions. It also provides a critical assessment of the work within a larger research context and gives an outlook on future work in the associated areas of interest.

Lastly, Appendix A gives the full list of publications and software-related contributions that were produced during the process of writing this thesis. Appendix B briefly presents some additional research work in which I participated, and which is relevant to this thesis as a complementary body of research. The main axis of that work is the use of SDN in multiple contexts, ranging from network security to testbeds and new services; such services may be deployed under the supervision of a multi-domain RaaS contractor according to our basic proposal and architectural approach.
Chapter 2

Towards a New Routing Architecture: Related Work and Background

To know what you know and what you do not know, that is true knowledge.

—Confucius

This chapter provides the related work and background information that is required to support our work on Chapter 3 (inter-domain Routing-as-a-Service architectural approach) and Chapter 4 (first use case of the approach: inter-domain routing convergence). The content is based on the literature survey that I carried out during the first year of my PhD, accompanied by the updated knowledge added during the course of the following two years. It contains a survey on inter-domain routing and BGP (cf. Section 2.1), an overview of Software Defined Networking (SDN) (cf. Section 2.2), and the research motivation behind outsourcing network management functionality (cf. Section 2.3). We conclude this chapter in Section 2.4. We further note that the comparison with related work and the required background knowledge with respect to Chapter 5 and Chapter 6 are included within the body of the respective chapters, in order to produce a coherent flow for the reader.


2.1 Inter-Domain Routing and BGP: A Survey

In this section, we perform a brief and concise survey on inter-domain routing in the context of BGP. The survey is not intended to be exhaustive but rather to capture the most important—i.e., heavily cited—research work in the field. In some cases we prefer to favor the importance of the work as opposed to its freshness. We start with the basics of BGP in Section 2.1.1, and then continue in Section 2.1.2 with the policies that govern inter-domain routing; these are important for researchers to understand the way in which operators use BGP in practice. We then describe the most significant challenges that BGP faces (cf. Section 2.1.3), together with solutions proposed in order to address these challenges (cf. Section 2.1.4). Lastly, we conclude with some remarks and observations on where exactly our work comes into play in the context of BGP-related research.

2.1.1 Basics

An Overview. BGP has been the de facto inter-domain routing standard in the Internet for the last three decades [172, 173, 212]. The basic specification\(^1\) of BGP—current version 4—is provided within the IETF RFC 4271 [212]. The primary function of this routing protocol is the exchange of IP prefix reachability information between ASes, i.e., network domains which are governed by separate administrative entities and are interconnected within the Internet. Each AS is identified using a globally unique identifier, the Autonomous System Number (ASN) [59]. Not all identifiers are used though in global routing decisions; there can be private ASNs assigned e.g., by an ISP to its customer that simply operates on default routes received from its provider.

The exchange of routing information is based on the policies of the individual domains, as we will explain in Section 2.1.2. BGP routing converges in a distributed fashion into policy-compliant paths, i.e., IP-level routes, crossing the Internet on the AS level. Prefix reachability information is propagated between ASes over eBGP sessions formed between their peering border routers. This information spreads

\(^1\)The numerous RFCs that describe proposed extensions of the protocol are not mentioned here for brevity.
internally within each AS based on iBGP sessions between all the BGP-speaking routers, connected either directly via a logical full mesh or indirectly with the help of a route reflector [26]. For the rest of this work we will focus primarily on eBGP and how routing takes place on the inter-domain level. Griffin et al. [112] introduce the stable paths problem across domains and exhibit that BGP can be viewed as a distributed policy-constrained algorithm for solving this problem. The solution does not represent a global optimum, but rather an equilibrium point in which each node is assigned its local optimum. The latter is based on the routes that each AS’s neighbors have selected and the preferences of the AS itself. This observation is very important for our work, which aims at finding optima involving multiple domains under the supervision of a logically centralized entity, as we will show in Chapter 3, Chapter 4, Chapter 5 and Chapter 6.

(Best) Path Selection and Propagation. BGP is a distributed path-vector routing protocol; every router that speaks BGP decides locally the “best” AS path per destination prefix that it learns, and then propagates this information further to its neighbors. The AS path is a sequence of ASNs, denoting the AS-level path towards a reachable IP prefix. The choice of the best path is based on checking the list of attributes corresponding to the learned route in an ordered fashion, using priorities [64]. These attributes include local policies, AS path lengths and other fields such as router IDs that serve as tie-breakers when all the preceding checks have failed to reach a decision. We note the importance of the local preference attribute, which is used for setting policies for outbound traffic; this aligns the path selection process to the policies employed by the ISP. Inbound traffic engineering can be performed, e.g., via the Multi-Exit Discriminator (MED) attribute, albeit in a quite limited way in practice [47]. Applying filtering on the BGP updates that are received from neighbors (inbound) or on the updates that are exported to neighbors (outbound), is another way to influence the path selection process on the inter-domain level, based on the domain policies. Routing loops involving the selected paths are avoided by checking whether a received AS path announcement includes the local ASN; if yes, it is discarded from the process. However, state inconsistencies between routers, e.g., during convergence periods, can lead to transient loops [202]. The path propagation process can be rate-limited using the Minimum Route Advertisement Interval (MRAI) timer of BGP [212]. We will revisit the implications of distributed BGP-
based path selection and propagation when interacting with its logically centralized counterpart (i.e., a multi-AS SDN routing controller) in Chapter 4.

### 2.1.2 Inter-Domain Routing Policies

BGP is primarily a policy-based routing protocol. Caesar et al. [47] identify common design patterns pertaining to BGP policies that are typically employed by ISPs. The most common patterns are: enforcement of business relationships based on the role of the ISP within the Internet ecosystem (customer, provider, peer), traffic engineering (inbound, outbound), Service Level Agreement (SLA) with client networks, peering agreements based, e.g., on balanced ratios for the exchanged traffic, reduction of transit costs via direct peering, scaling up the routing information exchange process, stabilizing and reducing routing fluctuations and securing the interactions between the ISP’s AS and its neighbors.

We observe that the enforcement of multifarious routing policies is a complex multi-objective optimization problem that is closely coupled with the business logic of the AS (enterprise, ISP, content provider, etc.). Ideally, the solution to this problem should be compiled into low-level configuration of the Routing Information Base (RIB) on the domain routers, which is by itself an important research challenge due to the numerous BGP knobs that are available for this compilation [31]. A seminal work in the context of BGP policies is the one of Gao et al. [98]. That work observes conventional traffic engineering practices of ISPs that provide each AS with significant flexibility in selecting its local policies. In consequence, the authors derive associated policy guidelines for ASes. These guidelines ensure BGP routing convergence even under topology or policy changes, and represent the famous “valley-free” conditions pertaining to the roles of customer, provider and peer. In a nutshell, these conditions state that an AS prefers to reach IP prefixes using paths going over its customers more than paths going over its peers, and paths going over its peers more than paths traversing its upstream transit providers. Route export rules are enforced accordingly to adhere to these conditions. The valley-free conditions correspond to financial incentives and the flow of money involved in transit routing in the Internet. More details can be found in the work of Gao et al. [98]. These policies are naturally a simplification of the actual business relationships
in the Internet; in reality inter-domain policies are much richer than that [47].

2.1.3 Challenges

While BGP is a well established Internet routing protocol, there are numerous open issues and research challenges associated with its design and operation that still remain unaddressed. We have seen a lot of proposals for incremental improvements and even clean-slate redesigns of how inter-domain routing should work, but BGP remains one of the most ossified protocols of the Internet architecture and has not retrofitted the proposed ideas. Yannuzzi et al. [260] provide a comprehensive survey of the challenges faced in the context of inter-domain routing, along with the most compelling contributions and research efforts that aim at addressing each of the exposed issues. It also presents perspectives on why these issues remain largely unsolved and why most of the proposals have not been adopted. The basic problems mentioned are: slow convergence and chattiness of BGP, scalability, expressiveness and safety of policies, robustness, security, lack of multipath routing and absence of end-to-end QoS support. Our work touches on most of these problems from a different angle, attacking mainly the convergence and QoS support challenges. We also refer the reader to the work of Rexford [213] for further challenges faced by Internet routing, for example policy reconciliation, routing consistency across (multi-)AS network fabrics, end-to-end path quality setup and monitoring as well as traffic management and routing function placement (e.g., distributed vs centralized, trade-offs between placement and performance).

Convergence and Stability

Previous research has studied BGP convergence properties using models of the BGP protocol [113, 115, 246]. Griffin et al. [113] perform a full (static) analysis of the convergence properties of BGP examining the notorious “dispute wheels” and convergence/divergence scenarios. In particular, they present an abstract model of BGP and define several global sanity conditions on routing policies that are related to BGP convergence/divergence. For each condition it is shown that the complexity of statically checking BGP convergence is either NP-complete or NP-hard. Early experimental studies have also highlighted the issue of
delayed Internet convergence due to BGP [111, 160]. Labovitz et al. [160] examine the latency induced due to the convergence properties of inter-domain routing during Internet path failure, fail-over, and repair. These delays stem from temporary routing table fluctuations which take place during the operation of the BGP path selection process on Internet backbone routers. During these periods of delayed convergence, it is shown that end-to-end Internet paths experience intermittent loss of connectivity, as well as increased packet loss and latency.

More recent studies of BGP dynamics suggest that some aspects are getting better over the years, but temporal artifacts of BGP convergence still persist [169], while there is great difficulty in predicting or even explaining BGP’s behavior at scale. One of the main causes for delayed convergence is the path exploration phenomenon: after a routing change (e.g., due to topological failures) that invalidates a current best path, a BGP router will select a new best path. The router, however, may choose and propagate a path that has been already obsoleted during its selection process. This obsolete path may, in turn, be chosen by other nodes as their new best path, resulting in invalid paths being propagated further. Path exploration has been quantified by Oliveira et al. [196]; BGP can actually take several minutes to converge after a routing change. The important impact of slow BGP convergence on VoIP services running over the Internet has been demonstrated in the work of Kushman et al. [159]. In general, BGP convergence times in the order of seconds up to minutes [160] may not be acceptable for the stable operation of various Internet applications, such as real-time voice or video communications.

Moreover, BGP convergence may be severely affected by route flapping. Route flapping may occur when a router alternately advertises a destination prefix via one route and then another (or as unavailable, and then available again) in quick sequence. This behavior is caused by pathological conditions (hardware errors, software errors, configuration errors, intermittent errors in communication links, unreliable connections, etc.) within the network which cause certain reachability information to be repeatedly advertised and withdrawn. Route flapping may delay convergence in large (inter-)networks such as the AS-level Internet.

Another important aspect of convergence and stability is the churn rate of BGP, i.e., the number of routing messages per second that need
to be exchanged during the convergence period. Churn can be influenced by a variety of factors, namely the size of the routing table and the number of routing prefixes affected by a routing change, time scheduling artifacts in the router BGP stack, MRAI timers, route suppression mechanisms etc. Elmokashfi et al. [74] analyze the impact of the growth of Internet topology and the churn induced by this growth on the scalability of BGP and the number of update messages needed for it to work. As a follow-up work [75], the authors performed a longitudinal study of BGP churn as seen from four networks in the core of the Internet. Their primary goal was to see whether churn in the Internet increases so fast that it poses a challenge to BGP operation. The answer to this is mainly negative: churn at the core of the Internet increases at a rate that is lower than the growth in routing table size, and does not pose an immediate threat to routing scalability. However, many local effects and misconfigurations contribute significantly to churn and can actually have a severe effect on the proper function of the routing system. Such phenomena become more prevalent with multi-homing and load balancing practices, address fragmentation and lack of efficient prefix aggregation. In a different context, Teixeira et al. [237] analyze the effect of intra-domain churn and the dynamics of hot-potato routing in IP networks: the authors show that the propagation of this churn over BGP events can be harmful for inter-domain routing stability.

Policy Management and TE Enforcement

Feamster et al. [86] explore the fundamental trade-off between the expressiveness of route ranking and policy-based routing information filtering in the context of AS autonomy on the one hand, and routing safety and stability on the other hand. To illustrate the difficulties of using BGP for policy enforcement we refer the reader to the work of Quoitin et al. [208], explaining how BGP can be tuned for inter-domain Traffic Engineering (TE). The authors show that an AS has more control on its outgoing rather than its incoming traffic. Several techniques can be used to control the incoming traffic, but they have limitations. For example, selective advertisements and more specific prefixes may increase the size of BGP routing tables, limiting scalability. AS path prepending might be employed, but it is very difficult to select the appropriate value of ASN repetitions to be prepended to achieve a given goal due to the dynamic nature of the BGP path exploration process [196]. As an
alternative, redistribution communities [56] might be used to flexibly influence the redistribution of routes towards non-directly connected ISPs. This mechanism still requires agreement between the involved ISPs regarding the symbolic meaning of communities, while it is important that the community information is preserved across the multi-AS redistribution paths. This is not always guaranteed over multiple AS hops. As we explain in Chapter 3, inbound TE on the inter-domain level might become easier with the help of multi-AS routing controllers that resolve policy conflicts (i.e., coupling the outbound policies of the source AS with the inbound policies of the destination AS) to enable flexible and policy-compliant TE. Decoupling the high-level policy from the low-level routing mechanisms might also prove beneficial in terms of innovation and evolvability for new services according to other recent works in the field of intra- and inter-domain SDN [238].

Security

In the field of security, Ballani et al. [25] present a detailed study of Internet prefix hijacking and interception. The authors estimate that ASes higher up in the routing hierarchy can both hijack and intercept traffic directed to any prefix from a significant fraction (> 50%) of ASes in the Internet. Lack of authentication mechanisms is one of the main reasons why such security holes in BGP can be exploited and cause such widespread damage. Khare et al. [141] apply a detection algorithm to BGP routing updates from 2003 through 2010 and identify five to twenty prefix hijacking incidents every year, most of which were previously unknown to the research and operation communities at large. They typically hijack prefixes owned by a few tens of networks, last from a few minutes to a few hours, and pollute routes at most vantage points. We believe that a logically centralized supervisor that has a wide enough view of (parts of) the inter-AS network may be able to shed some light on such incidents or even prevent them in the first place. The cooperation between multiple such supervisors may accelerate this process. Furthermore, traffic engineering actions applied by a logically centralized platform can be coupled with detection mechanisms [105,106] in order to detect or even repel wide area DDoS link-flooding attacks, such as Coremelt [231] and Crossfire [136].
2.1.4 Solutions

**Tools/Practices for Fast Convergence**

**Operations: MRAI and Route Flap Damping.** Best practices refined over years of operational experience have introduced mechanisms such as MRAI timers to rate-limit routing advertisements, or selective route flap damping to absorb routing oscillations caused by unstable prefixes [184]. Persistent route oscillations that make routing unstable and which stem from route reflection and AS confederation schemes are analyzed in detail in RFC 3345 [184]. In reality, operators follow diverse practical strategies to achieve fast convergence, e.g., ditching the MRAI usage altogether [102] to avoid “idle waiting” during route propagation, or abolishing route flap damping as harmful for routing performance. We refer the reader to the thesis of Gill [103] for a detailed analysis of the impact of MRAI timers on BGP convergence time. In their seminal work [179], Mao et al. analyze the interaction between the BGP route withdrawal process and its route flap damping mechanism for ensuring the overall stability of the Internet routing system. This interaction can, depending upon the topology, suppress for up to one hour the propagation of a route that has been withdrawn once and re-announced, exacerbating the convergence times of relatively stable routes. The paper proposes a simple fix to this withdrawal-triggered suppression called selective flap damping. Despite these shifts and changes over the years, the basic problem with slow convergence persists due to basic design artifacts of the BGP protocol and the difficulty in globally enforcing countermeasures on the AS-level Internet.

**Research: Stabilizing BGP.** In the research literature, multiple proposals have spawned in order to counter the convergence problems of BGP. Bremler et al. [37] propose a modification to the BGP waiting rules in order to limit both the update “chattiness” and the convergence times after link-up events. Lambert et al. [163] propose the addition of a timer mechanism to enforce order in routing messages, to reduce path exploration, and to control—i.e., regulate—convergence time. The recent work of Godfrey et al. [107] describes a modification in the route selection process of BGP, favoring stability with some deviation from the operator’s preferred routes. In BGP-RCN, i.e., BGP with Route Cause Notification [201], each BGP update message carries information about the specific cause which triggered it; nodes can thus discard new
paths that have been obsoleted by the same failure. This modification enables to predict an upper bound of $O(d)$ on routing convergence delay for BGP, where $d$ is the network diameter as measured by the number of AS hops. Path exploration damping is analyzed by Huston et al. [128]; its goal is to reduce update churn and decrease average times to restore reachability, as compared to current BGP mechanisms such as MRAI timers. The common denominator of such approaches is the requirement of global modifications to the protocol itself. In contrast, our intention is to use a new architectural approach for routing that is compatible with BGP and can help improve its behavior through safe and staged deployment, shielding the legacy network from unintended changes.

New Architectures and Approaches

Hybrid Routing. Subramanian et al. [232] describe a hybrid link-state and path-vector protocol called HLP as an alternative to BGP that has better scalability, isolation and convergence properties according to the authors. HLP involves link-state routing within the customer cones of tier-1 ISPs and path-vector routing between tier-1s. Using this work as their starting point, Alim et al. [13] propose an algebraic specification of a path problem and decompose it into sub-problems where different protocols are applied. The authors attempt to clarify the trade-offs between the fast convergence of link-state and the low space requirements of path-vector; however, modeling mixed BGP-like protocols such as HLP is still an open problem due to the inability to adequately model BGP with semirings. In contrast, in our work (cf. Chapter 4) we emulate a hybrid path-vector and link-state multi-AS environment using production BGP and SDN code, and we measure their interplay regarding convergence as a use case.

More Flexible Routing. Yang et al. [259] present the design of NIRA, an inter-domain routing system that practically supports user choice, enabling source-determined routing and flexible route selection. The downside is that source routing leaves transit domains with very little control and introduces difficult scalability and security challenges. Wen et al. [257] present a multipath inter-domain routing protocol, called MIRO. MIRO defaults to the single-path routing provided by conventional BGP, but allows ASes to negotiate alternative paths as needed. This provides flexibility where required while remaining compatible with BGP. Compared to source routing, MIRO gives transit
ASes more control over the flow of traffic in their networks. Teixeira et al. [235] states that the current mechanism of early-exit or hot-potato routing, where each router in an AS directs traffic to the “closest” border router based on the intra-domain path costs, is convoluted, restrictive, and sometimes quite disruptive [237]. The authors propose a flexible mechanism for routers to select the egress point for each destination prefix, allowing network administrators to satisfy diverse goals, such as traffic engineering and robustness to equipment failures. Such routing schemes could be potentially accommodated over the control plane of routing outsourcing contractors (cf. Chapter 3) and Control Exchange Points as path mediators (cf. Chapter 6).

**Next-hop and Negotiation-based Routing.** Schapira et al. [218] propose making BGP simpler. The authors argue that the AS path attribute, which lists the sequence of ASes that propagated the route, is the root of many of BGP’s problems. They propose a transition from today’s path-based routing to a solution where ASes select and export routes based only on neighboring ASes and consequently discuss the merits and limitations of next-hop routing. In preceding work, Mahajan et al. [177] outline an architecture based on explicit coordination between ISPs to predictably control traffic and to bring policy conflicts under the spotlight so that they can be resolved. The authors acknowledge the fact that implicit policy conflicts can lead to unpredictable and unstable outcomes. Such conflicts are difficult to resolve in a distributed manner in the limited frame of an information-hiding protocol as BGP. In their follow-up work, the authors explore negotiation as the basis for cooperation between competing entities, for the specific case of routing between two neighboring ISPs [178]. They present a negotiation framework where adjacent ISPs share information using coarse preferences and jointly decide the paths for the traffic flows they exchange. The challenge of remote control of routing across multi-hop AS chains is not considered. In contrast, our work sheds more light on how it can be addressed, proposing RaaS mediators for implicit collaboration among ISPs to achieve joint goals (e.g., end-to-end QoS).

**Secure Routing.** Regarding security counter-measures, Kent et al. [140] describe a secure, scalable, deployable architecture (S-BGP) for an authorization and authentication system that addresses most of the security problems associated with BGP, such as prefix hijacking from untrusted entities propagating forged routing updates. The paper
discusses the vulnerabilities and security requirements associated with BGP and explains how S-BGP addresses these vulnerabilities and requirements. Regarding troubleshooting, Feamster et al. [84] describe the design and implementation of RCC, the router configuration checker, a tool that finds faults in BGP configurations using static analysis. These faults and misconfigurations may raise security and availability concerns conflicting with the ISP policies. RCC detects faults by checking constraints that are based on a high-level correctness specification. The tool detects two broad classes of faults: route validity faults, where routers may learn routes that do not correspond to usable paths, and path visibility faults, where routers may fail to learn routes for paths that exist in the network. Furthermore, Zhu et al. [265] propose a new routing system which bifurcates structural and dynamic information in order to gain resiliency to minority compromises in the infrastructure and achieve higher availability than BGP. Finally, Zhang et al. [262] present SCION, a new routing paradigm designed to provide route control, failure isolation, and explicit trust information for end-to-end routes. SCION separates ASes into groups of independent routing sub-planes, called trust domains, which then interconnect to form complete routes. Such architectures may be logically hosted on the control plane of multi-domain routing controllers\(^2\), as a set of applications related to security, troubleshooting (i.e., fault detection) and path computation.

Pathlet Routing and Dynamic Route Computation. Godfrey et al. introduce a new scheme, called pathlet routing [108], in which networks advertise fragments of end-to-end paths from which a source can assemble an end-to-end route. The authors claim that this is a flexible mechanism that can emulate a number of existing routing protocols, including BGP and unrestricted source routing, with better scalability regarding policy expressiveness. This work was one of the basic related papers for the CXP-based routing scheme which we will describe in Chapter 6. Moreover, we note a very interesting paper regarding the need for dynamic computation of routes in routing protocols [46] in general. This paper advocates a different approach to reduce routing convergence issues: essentially sidestepping the problem by avoiding it in the first place. Rather than recomputing paths after temporary topology changes, the authors argue for a separation of

\(^2\)For example, a hierarchy of controllers corresponding to the trust structure of SCION, with centralization taking place only on the routing sub-plane level.
timescale between offline computation of multiple diverse paths and online spreading of load over these paths. They believe that decoupling failure recovery from path computation leads to networks that are inherently more efficient, more scalable, and easier to manage. This offline computation of inter-domain paths at the contractor’s side is suitable for our approach [148], since expensive offline calculations can be performed by a centralized entity (multi-domain controller of outsourcing service contractor) while online failure recovery can occur in a different time-scale. Ascigil et al. [18] further consider the challenge of scale in terms of domain-level end-to-end route computation in the Internet. According to the authors, their performance results seem to debunk the conventional wisdom that centralized routing computations do not scale; this is an encouraging observation that supports the CXP concept and pathlet stitching algorithms that we present in Chapter 6. In particular, it provides an incentive for our experiments on the computations of domain-level routes that involve a large fraction of the ASes present in the Internet.

2.1.5 Summary and Observations

We have seen that there is still a large pool of challenges to address in the context of inter-domain routing in general and BGP in particular. We note that most of the aforementioned solutions have not succeeded in actually changing the way the inter-domain routing system works, mainly because of three reasons. First, BGP is a widely adopted protocol implemented by many stakeholders and is therefore very difficult to change. Second, ISPs cannot be easily convinced to take the risk of adopting a proposed improvement unless substantial profit is imminent. Third, the strict requirement of maintaining compatibility with legacy equipment nips many good ideas in the bud. Our work tries to attack some of these challenges with a partially disruptive and novel, yet incrementally deployable approach. Finally, we note that none of the aforementioned approaches proposes partial centralization at the inter-domain level; while this idea may seem radical and contradictory with the basic principles of Internet design [66], in reality there is a strong case behind such a proposal as we will show in Chapter 3, with tunable trade-offs between full distribution and partial centralization.
2.2 Software Defined Networking

In this section, we first analyze the basic principles behind SDN (cf. Section 2.2.1). We continue with related work on centralized SDN-like routing control planes within a network domain (cf. Section 2.2.2), and end the section with research work that is conducted in parallel in the field of inter-domain SDN by other researchers (cf. Section 2.2.3).

2.2.1 Basic Principles

Separation of Control and Data Plane using Abstractions. The main idea behind SDN is the escape from the “closed-box” or “mainframe” model of network components (switches, routers), and the transition to open forwarding APIs and protocols. Using these interfaces, certain entities called the controllers—constituting the control plane—can effectively control the forwarding behavior of the network devices—constituting the data plane. In general, the separation of the planes follows a long history of proposals, such as the ITU SS7 [131] and the IETF ForCES [258] protocols, as well as the active networks’ initiative [206], and is based on the following fundamental abstractions.

First, the forwarding abstraction abstracts away the underlying proprietary hardware and software of the network devices, allowing to express intent independently from implementation. One example of such an abstraction is OpenFlow [183], which enables a controller to manipulate the Forwarding Information Base (FIB) of an OpenFlow-enabled switch. Control is exerted in the form of flow rules that are installed by the controller and reside within the flow table of the switch. Rules are built using a match-action primitive: match selected parts of the traffic (e.g., a range of source and destination IP addresses), apply actions on the associated packets (e.g., forward, drop, rewrite, etc.).

Second, the network state abstraction abstracts away various distributed mechanisms for gathering and managing network state. This is implemented by a Network Operating System (NOS) or controller that offers a consistent, global network view to the applications running above. A natural instantiation of this view in the networking context is an annotated network graph. This offering enables centralized algorithms to configure the network; the complexity of state distribution is addressed within the NOS rather than at the algorithmic layer, enabling the
creation of simpler code for network control applications. Moreover, this complexity is not replicated at every network device, but resides in the centralized NOS software. An example of such an abstraction is ONIX [146], offering a Distributed Hash Table (DHT) solution for managing dynamic state which should be eventually consistent, and a replicated transactional (SQL) storage option for maintaining strong consistency on critical stable state. We note that network hypervisors, such as FlowVisor [224] or OpenVirtex [11], allow multiple NOSes and network applications to share the same network substrate using virtualization and isolation techniques such as flow space slicing or overlay edge-to-edge tunneling. This capability is based on a 

Third, the specification abstraction allows a network control application running on top of the NOS to express desired behavior and policies at a high level of abstraction. This behavior can relate to isolation, access control, QoS and any other possible network application. This abstraction is not responsible for implementing that behavior on the physical network infrastructure. An example of such an abstraction is Frenetic [90], a high-level language for reading and writing state from/to distributed collections of network switches based on SQL-like queries. The Pyretic [210] framework goes one step further with the modular composition of SDN applications.

A full survey of the benefits, challenges—e.g., scalability and security—and solutions that are associated with the SDN paradigm are out of the scope of this thesis. For further information we refer the reader to the recent works and SDN surveys of Nunes et al. [193], Jarraya et al. [135], Kreutz et al. [157] and Hu et al. [124].

### 2.2.2 Centralized SDN-like Routing Control

Planes

The principle of decoupling the network control and management from the data plane, and the consequent (logical) centralization of routing control, has fueled multiple research proposals on centralized routing control planes, primarily in the context of intra-domain routing. We analyze those proposals in the following.

Feamster et al. [85] state that the limitations in today’s routing system arise in large part from the fully distributed path-selection
computation that the IP routers within an AS must perform. To overcome this weakness, the authors claim that inter-domain routing should be separated from today’s IP routers, which should simply perform packet forwarding (for the most part). Instead, a separate Routing Control Platform (RCP) could select routes on behalf of the IP routers in each AS and exchange reachability information with other domains. RCP is implemented in the follow-up work of Caesar et al. [45]. The authors present the operation results of an RCP, which collects information about external destinations and the internal topology and selects the BGP routes for each router in an AS. RCP is a logically centralized platform, separate from the IP forwarding plane, that performs route selection on behalf of routers and communicates selected routes to the routers using the unmodified iBGP protocol.

In a similar context, Van der Merwe et al. [242] present the centralized Intelligent Route Service Control Point (IRSCP) that allows route selection to be performed outside the routers, and also allows this selection to be informed by external network intelligence. This provides “dynamic connectivity management”, leveraging the mechanisms of the BGP protocol, similarly to the RCP. Rothenberg et al. [215] propose an architecture inspired by the RCP, based on previous insights regarding benefits in flexible routing, enhanced security, and ISP connectivity management tasks. The authors here discuss routing platforms in the context of OpenFlow/SDN, describing potential use cases and identifying deployment challenges and advantages. They propose a controller-centric hybrid networking model and present the design of the RouteFlow Control Platform (RFCP), along with the prototype implementation of an AS-wide abstract BGP routing service, advocating a BGP-free edge. This work is heavily based on the previous design and implementation of “virtual routers as a service” presented by Nascimento et al. [187]. The authors present a commodity routing architecture that combines the line-rate performance of commercial hardware with the flexibility of open-source routing stacks running (potentially remotely) on general purpose computers. This architecture enables a flexible resource association between IP routing protocols and a SDN-programmable physical substrate, enabling a hybrid routing strategy for incremental adoption of RCPs. ONOS [33] is another SDN-based implementation of a RCP/NOS that enables, among other things such as state distribution, seamless inter-networking between SDN routing planes and plain IP.
ONOS is motivated by the performance, scalability, and availability requirements of large operator networks.

Wang et al. [249] present Morpheus, a routing control platform that is designed for policy-based configurability. According to the authors, Morpheus enables a single ISP to realize a much broader range of routing policies than today’s tools, without requiring changes to the underlying routers or collaboration with other domains. The design of this platform separates route classification from route selection and allows large ISPs to capitalize on their path diversity. Moreover, Fu et al. [94] strengthen the research direction of centralized routing control schemes, showing that control centralization can provide faster routing convergence than link-state routing protocols within a domain.

In the context of forming centralized inter-domain routing control planes, Gupta et al. [118] revisit the arguments regarding the need for coordination among mutually distrustful parties (i.e., the routing domains). These arguments lead to the requirements that BGP-like protocols should provide, like policy autonomy, flexibility, and privacy. BGP provides these properties via the distributed execution of policy-based decisions during the iterative route computation process. According to the authors, this approach has poor convergence properties, makes planning and fail-over difficult, and is extremely hard to change. To rectify these and other problems, the authors propose a different approach to inter-domain route computation, based on Secure Multi-Party Computation (SMPC) which can run for example on cloud servers at a central location. SMPC may be a useful implementation base for dealing with the security, privacy and trust implications that the routing outsourcing approach of Chapter 3 is associated with.

Lastly, we refer the reader to the PhD dissertation of Iqbal [133] regarding an evaluation of a logically centralized approach for the control and management of large computer networks. This work aims at bridging the gap between the extremes of distribution and centralization of network control. The logically centralized approach for the design of a network decision plane (e.g., for routing-related decisions) can be realized using a set of physically distributed controllers in a network. The results show that logical centralization can provide better scalability and fault-tolerance while maintaining performance similar to a traditional distributed approach. The insights yielded from this work encourage the basic research direction of this thesis w.r.t. routing centralization.
2.2.3 Inter-domain SDN

Gupta et al. [117] propose SDX, a Software Defined Internet eXchange. The SDX notion advocates the deployment of SDN-capable data plane elements within IXPs, controlled by a SDN controller; this setup enables richer traffic matching, more direct control over the data plane and ISP-centric applications such as inbound traffic engineering, WAN load balancing and IXP fabric virtualization. The general areas of application innovation are security, forwarding optimizations, peering and remote control of inter-domain routing. The authors, besides describing the basic SDX architecture and its applications, explain its scalability trade-offs in the control plane (temporal dimension) and the data plane (spatial dimension). SDXes can be used as building blocks for the implementation of the CXP architecture that we describe in Chapter 6, capitalizing on gradual IXP-based deployment.

Bennesby et al. [29] propose the use of an inter-AS routing component on per-domain SDN controllers, replicating BGP-like functionality over a distributed AS controller fabric. This architecture enables the decoupling between BGP routing policy and network infrastructure, allowing for innovation in inter-domain routing. As a next step, Thai et al. [238] introduce an Inter-domain Management Layer (IML), based on the horizontal slicing of network resources. IML enables independent SDN ASes to be formed and operated. Furthermore, it provides tools for managing AS borders and sharing resources with other ASes via domain proxies. Lastly, we mention the work on seamless inter-networking between SDN and IP using SDN NOSes [33], and the RouteFlow approach applied on hybrid legacy-SDN networks [215]. In contrast to these approaches, our proposal is based on logically centralizing the routing logic of a multi-domain environment.

Lastly, looking at the bigger picture, Raghavan et al. [209] take the case of separating routing from routers [85] to the next level. They advocate decoupling architecture from infrastructure by leveraging the recent advances in SDN, the re-emergence of software forwarding, and MPLS’s distinction between the network’s core and edge. The authors sketch their design, called Software-Defined Internet Architecture (SDIA), and show how it would ease the adoption of various new Internet architectures, e.g., in the field of inter-domain routing. These design principles have inspired parts of the work presented in this thesis.
2.3 Outsourcing Network Functionality

Outsourcing is one of the central pillars of our work, involving the process of yielding—partial—control and management of a certain business function to an external, trusted and highly specialized entity to reduce costs and benefit from this specialization. We begin this section with a general overview of IT and network outsourcing (cf. Section 2.3.1). We continue with the basic motivation behind the proposal of outsourcing the routing management, which is of core importance within our work; one of the reasons is the complexity of this type of management (cf. Section 2.3.2). We end the section with an overview of research proposals in the field of Routing-as-a-Service and Network-as-a-Service (cf. Section 2.3.3).

2.3.1 Network Outsourcing in General

IT outsourcing [166] and in particular network outsourcing [58] is a widely-used business model in which a company contracts out a business process that it has previously performed internally to a third party, that is highly specialized in the respective business area. This enables the company to benefit from the experience and expertise of the third party and to reduce costs for specialized in-house IT personnel. Of course, IT and specifically network outsourcing are accompanied by risks and trade-offs: the reader is referred to the work of Chaudjhury et al. [58] for more details on these areas.

During the last years, the model of IT outsourcing has evolved to potentially include the management of the network of ISPs and enterprise networks. In particular, operators have traditionally viewed the network as their core business. However, declining profit margins in pure transit and bandwidth provision [192] have mounted pressure to reduce costs and to launch new, higher margin services (IPTV, VoIP, cloud-hosting) on top of routing. This has pushed operators to streamline the operating expenses (OPEX) associated with their networks and has given rise to an emerging market of managed services, in which the operation and maintenance of the network (or parts of it) are outsourced to a third party. The third party is responsible for tasks like running the

---

3While the Internet traffic levels are always rising, thus counter-acting the effect of the plummeting price per Mbps, many ISPs are near the turning point where their OPEX starts exceeding their profit from pure traffic routing services.
Network Operations Center (NOC), maintaining the network, building new networks, expanding existing ones, and integrating new services according to the respective requirements of its client(s).

We note that besides the trend for investment in new services which are more complex to handle and provide, albeit much more profitable, there is a clear tendency towards the “flattening” of the AS topology graph [71]. ASes—especially smaller ISPs and enterprise networks—tend to get more and more inter-connected with each other, using private or public IXPs for exchanging traffic at the peering points, thus avoiding paying high transit costs to their upstream providers. This calls for sophisticated traffic engineering, in order to save money, but in parallel increases the associated complexity [170].

2.3.2 Complexity of Network Routing Management

High-level network services and clever traffic engineering, which have been described beforehand, depend on efficient routing and path computation. The art of routing encompasses though many more skills than the mere knowledge of how BGP or other routing protocols work. This includes the optimization of traffic flows via traffic engineering, correctly mapping SLAs to policies, coping with misconfigurations and scalability issues, while at the same time properly securing the network. Each of these oftentimes competing goals requires tuning several knobs in the routing protocol(s). Optimizing how packets are routed within an ISP to satisfy numerous operational and economic objectives is a difficult research problem. On the one hand, a number of advanced traffic engineering techniques have been proposed in the research literature, for example based on integer programming and multi-commodity flow optimization [235]. On the other hand, operators in practice may not have the required knowledge at hand to optimize their network utilization through advanced traffic engineering or to improve security, e.g., through deploying sBGP [140]. Operators are often satisfied with a network that is just running.

In addition, the router configuration code an ISP needs to develop, debug, and update is extensive, while the manual configuration of routers requires many administrator work-hours and is an error-prone process; routing misconfigurations are common and can be very costly.
2.3 Outsourcing Network Functionality

The reader is referred to Cisco’s website [109] where he/she can get an idea of the complexity of the Cisco IOS software for ISP-grade infrastructure and router management. In some cases even simple unintended errors took significant parts of the entire Internet down, resulting in major economic damages. An indicative example of such incidents is the Youtube hijacking performed by Pakistan Telecom in 2008 [40], demonstrating that a local unauthorized announcement can propagate to the entire Internet and cripple useful services because of improper configuration. Another example is the Brazil route leak incident [69] which fortunately did not have global impact because of the appropriate timely reaction of the upstream ISPs.

A formal analysis of the complexity of managing a network is provided by Benson et al. [30]; the authors develop a suite of complexity models that describe the routing design and configuration of a network in a succinct fashion, abstracting away details of the underlying configuration languages. Configuration errors are responsible for a large fraction of network outages, and the authors argue that as networks become more complex the risk of configuration errors increases. The follow-up work of Benson et al. [31] presents three key related findings especially for ISP networks. (i) The design of the core data plane is usually service-agnostic and simple, but the control planes for different services become more complex as services evolve. (ii) The configuration at the service edge inevitably becomes more complex over time, potentially hindering key management issues such as service upgrades and troubleshooting. (iii) There are key service-specific issues that also contribute significantly to the overall design complexity. Therefore, the high complexity could impede the adoption and growth of network-based services, if not properly addressed or streamlined.

We believe that the complexity issue regarding the management of a network as a distributed system within a huge ecosystem of other networks and financial players (peers, customers, competitors, etc.) will persist, even with the emergence of SDN, because it is inherently tied to the core of network engineering and operations. Debugging or precluding policy conflicts and misconfigurations will always be relevant to our research directions. Therefore, we believe that our motivation for making routing management simpler, more efficient and accurate through our approach (outsourcing) is valid. Of course, the complexity is never reduced; what we propose in Chapter 3 is rather to move parts
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of it to logically centralized specialized entities, in order to simplify management at different layers of the network control and management plane.

### 2.3.3 Routing as a Service - Network as a Service

First, we refer the reader to the related work of Lakshminarayanan et al. [162]. The authors introduce the notion of RaaS, motivated by the resolution of tussles [67] between ISPs and customers over the control of end-to-end paths. The authors propose that ISPs should outsource route computation to customers in the context of virtual link stitching and end-to-end virtual path calculation across multiple domains. They claim that route computation should be offered as a service by third-party providers. According to them, outsourcing specialized route computation allows different path-selection mechanisms to coexist, and evolve over time. RaaS is limited to the export of virtual links by ISPs and allows source-based routing through the mediation of third parties. Instead, our work focuses on the benefits of outsourcing parts of the per-AS routing logic and combining the outsourced inputs from multiple ASes for improving inter-domain routing in general, not only for end-to-end QoS or limited use cases. We note though that this work inspired the use case of logically centralized path brokers and QoS mediators that we describe in Chapter 6. In addition, we investigate the advantages of using such mediators in practice, based on a concrete feasibility analysis (for the control and the data plane) and an evaluation of diverse online, offline and hybrid path stitching algorithms.

Gibb et al. [101] present an architecture which enables network functionality to be outsourced to external Feature Providers (FPs). The policies of the FP customers are expressed via service names, rather than locations, and an intelligent control plane maps the policies onto the underlying network. This architecture applies mainly to outsourcing network functions of enterprise networks. In a similar context, Sherry et al. [223] motivate, design, and implement APLOMB, a service for outsourcing enterprise middlebox processing to the cloud, thus benefiting from decreased costs, ease of management, elasticity and fault tolerance. Both studies suggest the export of client traffic which is routed in the data plane to Network Function Virtualization (NFV)-like providers, while we focus on outsourcing (parts of) the routing control logic of multiple domains via cumulative outsourcing. Moreover, these works
are centered around outsourcing in-line network functionality, such as middlebox processing, while we do research on routing control plane outsourcing, mostly with out-of-band mechanisms.

**Network as a Service (NaaS)**, in the context of cloud computing and network infrastructures, is formally presented by Costa et al. [68] and Benson et al. [32]. Costa et al. [68] describe a framework that integrates current cloud computing offerings with direct, yet secure, tenant access to the network infrastructure. According to the authors, NaaS allows tenants to deploy custom routing and multicast protocols. Furthermore, by modifying the content of packets “on-path”, NaaS can help implement advanced network services, such as in-network data aggregation, redundancy elimination and smart caching. Benson et al. [32] describe a cloud networking platform for enterprise applications. This platform enables tenants to leverage many of the network functions needed for production enterprise applications to run in IaaS clouds. By leveraging programmable network devices, the authors state that their platform supports features such as isolation, middlebox functions, and QoS. Such architectures are orthogonal to our approach, since they are based on outsourcing the network itself while we claim the need for outsourcing a specific set of network functions, i.e., routing and path computation. However, they also benefit from an economy of scale like our own approach; specifically they advocate an ecosystem composed of multiple clients and a few outsourcing contractors or providers. This potentially leads to lower costs for the clients and larger revenues for the contractors, depending on the employed pricing strategy. Furthermore, the proposed ideas can be utilized by our framework in the context of leveraging the “Cloud” and in general NFV solutions to host the contractor’s platform and the routing computation infrastructure.

### 2.4 General Summary

In this section we gave a brief survey of inter-domain routing and BGP, starting from the basics, moving on to inter-domain policies that govern routing in today’s Internet and focusing on the challenges and solutions related to BGP. Afterwards, we described the basic principles of SDN, the design and implementation proposals of centralized SDN-like routing control planes and the recent research on inter-domain SDN. The SDN paradigm may serve as one of the basic pillars for
the evolution of inter-domain routing, as currently reported in the
research literature. Finally, we described the motivation and practices
of network outsourcing, focusing on the complexity of managing network
routing; this complexity can be offloaded to external specialized parties
in the context of frameworks providing NaaS and RaaS. In general,
we place our work within the intersection of three research areas:
BGP and inter-domain routing, SDN, and NaaS/RaaS. Therefore, this
chapter provided the necessary background on BGP, SDN and routing
outsourcing, complemented with related research work. We will next
use this knowledge to delve into the basic approach of this thesis in
Chapter 3 and the associated use cases in Chapter 4 and Chapter 6.
Chapter 3

Architectural Approach for Inter-Domain Routing Centralization

Form follows function.

—Louis Sullivan

What new possibilities does inter-domain SDN-based centralization enable? Could the radical proposal of routing outsourcing across domains be realized in some form? Which are the main entities and components of such a framework and how do they interact with each other? In this chapter we analyze the associated trade-offs, starting from the promises of SDN within a domain in Section 3.1, and continue with the benefits and challenges that our approach entails in Section 3.2. We propose using cumulative routing outsourcing as a centralization mechanism in Section 3.3, while we summarize the approach in Section 3.4. This chapter is based on our Elsevier journal publication in the Special Issue on SDN & NFV [151], our HotNets paper [148] and our ONS extended abstract [149] supporting the case for the basic architectural approach for inter-domain routing centralization.
3.1 Centralizing Routing Within a Network Domain

The separation of the network control from the data plane and the consequent logical centralization of routing control promises to drastically simplify routing management within an AS [45, 85]—even using legacy APIs instead of OpenFlow—and to provide faster intra-domain routing convergence [94]. Operators can centrally express—e.g., using a query-like network programming language [90]—enforce [207] and check [138] routing policies using the global view that a SDN-based NOS provides. These policies can be dynamically compiled by frameworks such as the one presented by Monsanto et al. [186].

Moreover, if logical centralization and state distribution are performed with control plane resiliency in mind [146], an AS can benefit from scalable routing models while lowering the overall management complexity that it sees on the northbound service-facing interface [31]. Besides, having a central NOS which controls the AS’s routing and forwarding elements simplifies the modification of routing applications, as this process can be achieved solely based on custom software. An open interface to the device layer enables to avoid lock-in in situations where vendor-proprietary software needs to be changed from scratch during a multi-year process, over which the network operator has no control. On-the-fly changes based on well-established agile software engineering practices are desirable for operators; centralized routing control platforms [45] can be used to dynamically implement such changes. We can thus have an evolving routing system for the respective AS since intra-domain routing protocols can change easier, according to the operator’s service requirements.

Furthermore, today the control plane on the domain routers is extremely complex and comprises of multiple distributed network functions and protocols: OSPF for intra-domain shortest path routing based on tunable link weights, LDP for distributing MPLS path labels within a MPLS-enabled core, RSVP-TE for QoS-compliant resource reservation along a network path, iBGP for internal dissemination of BGP-learned IP prefixes, MP-BGP for dual IPv4 and IPv6 prefix information exchange, and many more which are not mentioned here for brevity. Each of these protocols comes with its own state distribution mechanisms. SDN can help build simpler control planes by centralizing
instead of replicating complexity everywhere, solving the problem of state distribution once at the NOS’s side. It is also simpler to clone/emulate [164, 220] the control plane to safely deploy configuration changes, e.g., ensuring consistent state updates [211], or tune its redundancy properties [167].

Of course such systems need to deal with multiple challenges, such as scalability, resiliency, security and solve problems related to their design and implementation as centralized entities. In particular, centralizing the AS’s decisions can lead to consistency challenges. As an example, we note that the non-negligible delay between the controlled network devices and the controller or between the controllers in a distributed setup may lead to outdated information being used for the routing computations, and creates consistency issues regarding the state that is stored on the controllers and the state that the network devices maintain. Moreover, when a controller fails, its state should be transferred to a backup controller; since this cannot happen “post-mortem” we need to keep the state in sync across multiple controller instances, whether they are replicas or independent controllers of parts of the domain. We will dive into some of these challenges from the perspective of a multi-domain routing control platform later in this chapter.

In the next section, we elaborate on the basic topic of this thesis, namely on how the benefits and challenges of intra-domain routing control centralization can be transferred to the inter-domain area. We will thus examine a new approach of routing centralization across domains with the associated advantages and disadvantages.

### 3.2 Centralizing Routing Across Network Domains

In this section we first describe the basic architectural approach of this thesis (cf. Section 3.2.1), and continue with some of its benefits in Section 3.2.2 and associated challenges in Section 3.2.3.
3.2.1 The Architectural Approach Proposed in this Thesis

Let us assume that we have formed a logically centralized control plane running routing-related processes within an AS. We propose to exploit the benefits of centralization beyond AS boundaries, using a multi-domain NOS that controls a cluster of ASes. With the term cluster, we mean a group of ASes which are served through the same NOS, regardless of whether they have specific bilateral agreements with each other; therefore clusters can be either contiguous or disjoint. One of the most interesting aspects of a multi-AS NOS is that as more ASes choose to use it for cross-domain routing, larger AS clusters are gradually formed. The advantages of the approach grow as the size of the clusters increases (horizontal scaling) as we will show in Chapter 4 and Chapter 6. Centralizing the routing control logic of many ASes can potentially benefit inter-domain routing in many ways as we will analyze later. The case for such a NOS is briefly introduced in our extended abstract [149]. The main ideas behind the basic approach, some economic considerations, a short implementation proposal and the associated open questions are described within our HotNets position paper [148]. In the following we delve into the details of the approach.

3.2.2 Benefits

Bird’s Eye View over Multiple ASes. The central multi-AS NOS/controller is aware of (parts of) the policies, topologies and monitoring information of the ASes within the cluster it controls. It is therefore the natural point at which inter-domain policy conflicts and problems can be spotted and resolved, and routing paths can be optimized. Coordination beyond AS boundaries can yield efficient paths even if ASes have different policies and optimization criteria. This helps to improve routing stability and mitigate path inflation [178]. This can potentially benefit multiple ASes, even when they are not part of the cluster, as it will result in shorter and more stable end-to-end

---

1This term should not be confused with the term “super domain” which first appeared in the RFC 1478 [230] and whose context is entirely different. In our case, each part of the cluster maintains its policy and identity within the multi-domain setting, meaning that the view of each domain does not change from the perspective of the outside world.
paths, thus reducing network load on a larger scale. Thus, this helps even if the centralized controller cannot “see” all ASes as parts of its cluster; in reality, combining the default limited view of BGP outside the controlled cluster with the more informed view of SDN interfaces within the cluster can still lead to global optimizations. In this context, benefits in terms of convergence and stability will be substantiated in Chapter 4.

Even in the case where the ASes within a cluster are not adjacent, the global view of the NOS is still important for routing optimization. An example is the establishment of stable, multi-hop end-to-end paths with specific attributes, such as maximum latency or minimum bandwidth. Such a use case will be further analyzed in Chapter 6. Moreover, if detailed monitoring data are also exported to the multi-AS NOS, security and network troubleshooting can be further enhanced. For example, the global view can help pinpoint the source of a routing anomaly or failure by analyzing the information acquired by multiple parties, and correlating it with external sources—such as the CAIDA datasets [49] or BGP looking glasses [34]—for cross-validation. Such benefits can only be leveraged when aggregating information from multiple ASes, including detection of prefix hijacking [25] or DDoS counter-measures [105, 106].

**Inter-Domain Routing Evolution.** Based on the multi-AS NOS, new inter-domain routing algorithms and protocols can be adopted to govern routing between the members of a cluster. Classic distributed routing protocols can be used for fail-over purposes when the cluster-NOS communication is temporarily unavailable. Innovation inside the clusters can be accelerated, while legacy interfaces with the rest of the Internet (BGP) guarantee proper interoperability. For example, we can have lower convergence times and also decreased churn rates through centrally controlling the dynamics of intra-cluster routing, as we will show in Chapter 4. If we choose to work in parallel with BGP, using an overlay approach, we can potentially host new end-to-end services as we will show in Chapter 6. Additionally, hierarchical routing, which benefits routing scalability, is enabled at the inter-AS level thus allowing hierarchical routing schemes, such as HLP [232], to flourish along the NOS control chain. New BGP-like protocols can be defined between NOSes [29], or a NOS may be placed at locations of maximal inter-domain impact such as IXPs [117]. Rethinking BGP in the context of the communication between NOSes which control multiple ASes is one
possible avenue; this can lead to new routing paradigms. One example is the expansion of the reachability information exchange protocol to cover the generic notion of a “header space” [139] or “flow space”, being propagated across ASes, instead of plain destination-based IP prefixes.

3.2.3 Challenges

Redundancy. Forming such a centralized NOS to control the inter-domain routing logic of multiple ASes comes with its own set of challenges. We discuss here the technical rather than the financial/political challenges; the latter ones will be analyzed in Section 3.3.3 under the prism of routing outsourcing. First, we need to have backup fail-over schemes in order to keep everything operational even if the AS-NOS communication fails. This can be achieved with NOS agents within the AS that can “think” locally and act when the global NOS is not available; these may be for example RCP-like controllers [45]. In general, we need a redundant architecture that provides resiliency in case of failures; NOS hierarchies and distributed controller fabrics can be a good direction for that purpose [146, 239]. Furthermore, if the NOS and the contractor are located somewhere in the Internet, then the communication between the contractor and the client also goes across the Internet. Thus, the following vicious dependency loop needs to be addressed: (i) there is a problem with inter-domain routing, (ii) the NOS would want to act to fix the problem, (iii) however, the problem also hampers or breaks the communication between the NOS and the client, and (iv) thus the problem cannot be fixed. This loop can be broken with sufficient redundant instances of the NOS at different locations of the Internet, minimizing the probability that no instance at all can help the client ASes deal with the inter-domain routing problem. Another (but probably more costly) countermeasure would be the presence of a dedicated network infrastructure for the communication between the NOS and the client(s). Finally, AS-internal NOS agents could take over the routing decisions in a distributed fashion (on the AS level), while the inter-domain routing problem persists and disrupts NOS-client communication, as mentioned above. These agents operate only in the case of failures and do not conflict with the high-level control logic as long as it is up and running. There is though a potential for conflicts between agents after failures (e.g., in terms of state consistency or policy preferences). Such conflicts are resolved in the same way as BGP does
today; the agents may agree to provide minimal routing reachability while the multi-domain controller is out and log conflicts that affect other services. After recovery, any intermediate conflicts are investigated and resolved again centrally.

**Hierarchies and State Distribution.** Hierarchical approaches could generally be beneficial for scaling up the multi-AS NOS, since scalability is also an important challenge that we need to counter. The design and implementation of such systems is governed by the trade-offs between logical centralization and physical distribution [167] in terms of state management. For example, we have a trade-off between the “staleness” of distributed state and optimality of the performance of the centralized application logic. Furthermore, robustness to state inconsistency can be achieved by making the application logic (running over the NOS) aware of the state distribution underneath; this of course increases significantly the complexity of writing applications, especially considering a multi-domain, geographically dispersed setup. Moreover, eventual versus strong state consistency requirements may differ per inter-domain application. An example where strong consistency would be required is the provision of hard latency guarantees for real-time applications, such as telesurgery [120], while caching services [38] may be more robust to temporarily inconsistent state.

**Security.** Moreover, security and privacy for the communication between the served ASes and the NOS should be guaranteed. For a security analysis of the OpenFlow protocol as an implementation of the SDN paradigm, focusing primarily on the implications of reactive routing strategies, we refer the reader to our detailed collaborative work published in the IEEE NPSEC workshop [145] and the comprehensive survey of Scott-Hayward et al. [221]. Security and privacy could also be guaranteed using for example a multi-domain NOS that operates based on Secure Multi-Party Computation (SMPC), as proposed by Gupta et al. [118]. In addition, we note that proper northbound APIs for inter-domain services should be provided. One such interface can be based on the pathlet abstraction [108] using a mediator/broker architectural model that we further analyze in Chapter 6. The interface design should be based on a compromise between efficient routing optimization on the NOS’s side, and information hiding on the served AS’s side. For example, the NOS should act on the cumulative information received from the cluster ASes, but its actions should not divulge sensitive
information across, e.g., competing ISPs. The latter objective needs intelligent information management and protection mechanisms on the NOS’s side, beyond the secure communication between the ASes and the multi-domain NOS.

**In General.** We note that the challenges associated with scaling up and securing SDN NOS systems as well as defining northbound APIs for SDN NOSes and controllers are cutting-edge research topics for the SDN community. Therefore, our work could potentially benefit from gradual improvements and developments in these areas. We refer the reader to the technical program of the HotSDN workshops of 2013 and 2014 for some recent works in these contexts.

### 3.3 Outsourcing as a Routing Centralization Mechanism

In this section, we present routing outsourcing across domains as a possible centralization mechanism. We start with the basic scheme in Section 3.3.1, and continue with the technical and financial benefits in Section 3.3.2. Challenges are described in Section 3.3.3, while we provide the outline of the proposed architecture in Section 3.3.4.

#### 3.3.1 Basic Scheme

As we explained in Section 2.3.2, there is a clear motivation behind outsourcing (parts of) the network management to external specialized parties. To partially address the problems that we mentioned in that section (e.g., ever-increasing management complexity and costs), we propose that the routing control logic of a network could be outsourced to a contractor that specializes in routing management, including routing optimization, configuration, troubleshooting, and monitoring. This would constitute a new type of business relationship for technical routing optimizations and service policy enforcement, based for example on SLAs. We next discuss the benefits and challenges of such an idea, as well as a possible outline of the corresponding architecture.
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3.3.2 Benefits

Technical Benefits and Associated Mechanisms

The contractor has extensive knowledge on routing and can therefore provide best routing policies tailored to the requirements of a client. Intelligent routing policies and optimizations can help to improve the reliability, performance, and security of a network. From the perspective of a client AS, outsourcing enables it to benefit from advanced traffic engineering, consulting about best routing practices, policy reconciliation, and network troubleshooting. The transition from today’s domain-specific situation to an outsourced routing scheme can be handled smoothly by taking several steps. In a first stage, the contractor consults the client about best practices and together they arrive at a policy plan that satisfies the requirements of the client. This may be based on a routing policy specification language, such as RSPL [12]. Based on the agreed plan, the contractor takes over the handling of traffic and optimizes routing within the client’s domain. For networks without intelligent traffic handling, this can yield direct performance benefits, e.g., in terms of network load or other performance metrics. Besides, the contractor monitors how network traffic in the client’s network changes over time and enforces corrective traffic engineering actions.

Since routing is the basic function on which the main business logic of an ISP is built\(^2\), a prospective client ISP can choose to outsource only specific parts of routing functionality as proposed by Gibb et al. [101]. In the context of our proposal, an ISP may choose to outsource only inter-domain routing interactions at a flow space granularity, e.g., on an IP prefix level for legacy compatibility or on an application traffic level, such as video traffic, for QoS service provisioning. This selective outsourcing may be based on network slicing, virtualization and isolation mechanisms [11, 224]. Obviously, the scheme can work without forcing the client to reveal internal topology information; as we will explain in detail in Chapter 6, the ISP may present itself as a set of abstracted pathlets that connect the edges of its domain and possess specific properties (e.g., QoS or reliability attributes). The technical solution of slicing and selective outsourcing is a counter-argument in the political

\(^2\)However, providing basic or advanced services to the ISP’s clients is more important; routing by itself only generates cost, no revenue.
discussion on the fact that ISPs are generally reluctant to outsource internal topology or routing policy information to a third party. We thus argue that this outsourcing can occur in a controllable fashion that satisfies both parties (contractor and client). Of course, reverse engineering of the internals of the ISP network, e.g., to uncover fate-sharing on intra-ISP links based on external observation of edge-to-edge paths, can be applied in all cases including the outsourcing one. This is not though a limitation of our approach which is based on a trusted third party, but rather a general methodology to externally infer internal ISP behavior—e.g., using causal inference [234]—independently from what we propose.

Furthermore, from the perspective of a client enterprise edge network—i.e., not a transit ISP—outsourcing can help offload the heavy tasks of routing (which is not the primary business of the client anyway) to a specialized party under an SLA contract. We note that AS-internal routing functionality could also be selectively outsourced using NOSes such as the ones discussed in Section 3.1; in this work, we are though more interested in the inter-domain routing interactions between the outsourcing clients and how centralization may help on the AS level.

Technically, the routing logic of the service contractor calculates the proper configuration of the control plane, updates the state of the network elements of the client AS, and deals with inter-domain routing with the rest of the Internet through BGP. In particular, as a client domain, we can choose to export the following information to the contractor using corresponding mechanisms to yield the aforementioned technical benefits. As we noted before, this information can be offered in part—as a specific abstracted view of our network—if we choose to follow the path of selective outsourcing to protect our privacy or for other reasons related to our domain’s business logic.

**Routing policies.** These are policies of the client defined by the client AS administrators or derived based on requirements of SLAs between the client and other parties. They should be enforced and monitored by the contractor. Routing outsourcing does not impede other services offered by a client AS that may depend on routing. This is because the enforced policies are specified by the client AS during the consulting phase and either take the requirements of all offered services into account, or they operate within their own virtualized, isolated space that the contractor manages. In addition, the client may regularly
update its routing requirements and policies within a dynamic service environment; the dynamicity of these updates depends on the interface between the involved parties.

*Network’s state and monitoring data.* The client exports selected topology, configuration, and measurement data, e.g., network utilization or bandwidth allocation. The contractor is a trusted third party that treats this data as well as routing policies that accompany the data confidentially. The model of a trusted third party, although it requires trust, has been very successful in practice for many modern services [166]. Also, SLAs can always specify the level of confidentiality and traffic visibility, while virtualization and slicing mechanisms implement the needed abstractions from a practical point of view [222].

*eBGP sessions.* The contractor handles the eBGP sessions and routing interactions between the client and other ASes. BGP messages can be redirected from the border gateways of the client AS to the contractor’s routing control platform and vice versa. For internal dissemination of this information to the flow tables of the routers and switches, iBGP [45] or OpenFlow [183] may be employed.

**Financial Benefits and Associated Observations**

In the following, we elaborate on some qualitative observations regarding the economic benefits of routing outsourcing. Operators have traditionally viewed the network as their core business. However, declining profit margins have put them under pressure to reduce costs and to launch new, higher margin services. This situation has also pushed operators to streamline their operating expenses (OPEX) and has given rise to an emerging market of managed services, in which the operation and maintenance of the network is outsourced to a third party. In this context, we propose a new approach for network outsourcing, i.e., routing outsourcing, which enables the logical centralization of the routing control plane beyond AS boundaries. Financially, the contractor enjoys an opportunity for an economy of scale as the basic principles of routing optimization are the same across different networks. Economies of scale have been prolific in many computing contexts [166]. We believe that this also holds for routing management; we do not claim that this statement holds always in a heterogeneous Internet-scale environment, but rather that there are cases where outsourcing is reasonable as a practice. For example, outsourcing can reduce network-related OPEX
for the client, via streamlining. Moreover, outsourcing a low-margin service enables more effective use of human resources on higher priority services, which is the main goal of an ISP or an enterprise network. Finally, the price of outsourcing vs insourcing a certain network function, such as routing, should be also treated under the light of the benefit (added value); for example, the capability of the RaaS contractor for global optimizations may be worth the investment in such a practice. A particular example is the scenario of congestion between two ISPs; outsourcing their interactions to a centralized mediator may help resolve the problem.

Finally, we note that related privacy concerns are not investigated here at length; we rather discuss them within the next three chapters of the thesis in the context of the related use case (for example, see Section 6.2.3).

### 3.3.3 Challenges

The transition from current network setups to outsourcing-enabled environments is a multi-stage process; one challenge is the capability to backtrack or change to a better-suited contractor during this process. Therefore, in each of these stages, the client should be able to scrutinize the effects of the changes performed, both in terms of traffic management and expenses, and step back in case it is not satisfied. In Chapter 4 we will describe a framework where the client is abstracted as a big switch/router and outsources the management of inter-domain interactions to the contractor’s controller. The client can then monitor how much this benefits the convergence times of inter-domain routing, and decide how satisfied it is with the resulting situation. A similar evaluation will be presented in Chapter 6 in the context of end-to-end path performance across domains.

On another note, policy conflicts between ASes can lead to tussles, which can create problematic paths or even depeering events. The bird’s eye view enables the contractor to efficiently detect tussles [67] between its clients. The job of the contractor is to allow the tussles to unfold and run as today, based on the choices and policy requirements of each client. The main difference with the status quo is that the contractor can easily detect and mediate the resolution of routing problems, like dispute wheels [113], which may stem from these tussles. In addition,
the bird’s eye view of the contractor can help find better solutions that meet the policies of each AS than when ASes act alone based on their limited local view. Moreover, new tussles between outsourcing service contractors are introduced. As the contractors start competing for clients, additional tussle dimensions arise, thus enabling a new game between the outsourcing entities; this game can be further investigated (see future work at Section 7.4). As a first step, in this thesis in Chapter 5 we develop a graph transformation algorithm which can be applied in a variety of contexts, including a policy-based multi-domain setup. A logically centralized contractor can run classic flow algorithms on the transformed graph to determine, e.g., the path diversity and bisection bandwidth obeying the policy choices of its clients on the inter-domain level.

### 3.3.4 Outline of the Architecture and Simplifications

Here we elaborate on a possible outline of the outsourcing-based architectural approach that we advocate, based on a 2-layer hierarchy: a high-level multi-domain routing control platform and a per-domain delegate controller to aid scalability, redundancy and to offer the required operational abstractions of the domain network. The outline is given in Figure 3.1. The aim of this section is not to present all the functional details of a RaaS controller architecture; we rather explain the high-level architecture, point out the most important involved components and interactions and describe how we apply its principles in this thesis\(^3\).

First, in order to remain legacy-compatible, a routing outsourcing contractor may use legacy control sessions to directly access the Forwarding Information Bases (FIBs) and Routing Information Bases (RIBs) of the network components of each served domain. This access may be based on a partial, virtualized view, e.g., of the sliced flow tables of OpenFlow switches [224]. In particular, the routing control platform of the contractor can leverage iBGP sessions or Command Line Interfaces (CLIs) to control legacy components in the context of SDN as described by Caesar et al. [45]. Legacy APIs and high-level

---

\(^3\)For example, we will describe a concrete implementation of the multi-domain routing controller in Chapter 4 in detail, based on a popular OpenFlow controller. Examples of an abstracted inter-domain data plane and the high-level control logic which governs it will be presented in Chapter 6.
Figure 3.1: Outline of the architectural approach based on a 2-level control hierarchy. A RaaS contractor is responsible for parts of the intra-domain and inter-domain routing logic, while it can use its per-domain delegate for domain-local computations and control and monitoring management. Moreover, the delegate offers the needed abstractions of the client network to the high level control logic of the contractor. Secure tunnels may be used for the communication with the delegate, while the contractor can communicate over BGP with legacy ASes and over BGP or new protocols with other contractors (not shown in the figure for simplicity). The focus of this thesis is the multi-AS routing controller, implementing the RaaS contractor’s logic, and the abstracted inter-domain data plane on which it operates.

SDN emulation [215] can help provide interoperability within hybrid networks which are gradually adopting OpenFlow. The management of the complexity of this process is the contractor’s task. Compatibility
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with the rest of the (legacy) world is guaranteed by using the BGP protocol and API, i.e., by accepting and generating BGP messages and maintaining eBGP sessions with external domain routers.

The logically centralized multi-AS routing control platform we propose can be physically distributed or centralized. Clearly the location of the different components affects factors such as resiliency, delay, costs, privacy and transmission overhead. Although the exact functional details of the control platform are outside the scope of this chapter, we note that a potential element of the architecture that can aid with tuning these factors is a domain-local delegate controller as shown in Figure 3.1. This component is useful to: (i) mitigate the delay overhead between the network elements and the contractor’s platform, (ii) avoid multi-hop control sessions over the Internet and therefore increase resiliency to disruptions, and (iii) offer certain network abstractions for state control and management to the contractor. The component is domain-specific and is tailored to the requirements of the client.

The delegate communicates directly both with the contractor’s platform and the internal elements of the network. For the elements, it acts as the routing controller: it terminates all control sessions, like OpenFlow, Netconf, etc. For the contractor, it acts as a proxy for the control and management of the network elements. Besides handling the diverse routing configuration channels, it delivers monitoring data, related to the client network’s state and utilization statistics. It is also the end-point of redirected eBGP sessions and relays BGP messages between the contractor and BGP gateways. The delegate can generally host parts of the routing logic of the contractor, acting as its stepping stone inside the client’s local infrastructure. Additionally, the contractor can host physically outsourced control and management components in a private cloud infrastructure. In this way, large-scale routing computations can benefit from cloud computing characteristics, i.e., reduced costs, elasticity, scalability, multiplicity, availability and reliability for computing, communication and state storage resources.

The contractor’s platform and the delegate communicate using an appropriate API and a secure communication protocol, over which the

---

4 The delegate, or proxy, can act as a set of “virtual datapaths”, receiving OpenFlow commands sent by the contractor’s controller, interpreting them, and applying the corresponding actions on the real switches using SNMP, WebService or CLIs. With this process, VLANs for example can be set up on the fly, emulating tunnels between OpenFlow-enabled switches over a legacy infrastructure.
diverse channels between the client and the contractor are multiplexed. Multiple secure tunnels traversing diverse paths between the parties can be used for resiliency. In summary, the layout of our scheme is composed of the AS infrastructure, a domain-local delegate controller and the remote routing control and management platform of the contractor. The scheme is shown in Figure 3.1. We note that this scheme is proposed as a possible outline of the centralization architecture; this was the original schematic that we used as the basis of the architectures described in Chapter 4 and Chapter 6. For simplicity, we will focus on the multi-domain controller entity and the domain abstractions in both cases and we leave the engineering associated with the 2-layer contractor-delegate architecture for future work. Therefore, we treat the delegate as the client-specific component offering suitable abstractions of the network domain to the RaaS contractor; this can be achieved in practice via virtualization techniques \[11\], as well as hierarchical setups such as ONIX [146]. Each domain can select the appropriate way to implement this contractor-facing abstraction layer [222].

Figure 3.2 shows a simplified schematic of how the architectural principles of Figure 3.1 are applied in practice for the rest of the thesis. In particular, an inter-domain controller communicates via an SDN interface for control and monitoring with each client’s domain. Each domain is abstracted as a big switch/router\(^5\), using the delegate controller, and outsources its interactions with other domains on its perimeter. This allows the study of inter-domain routing on the AS level with the internals of the domain abstracted away. Internally, the domain can be controlled and monitored by its own controller, while the delegate can interface with the data plane using any available—legacy or SDN—interface. High-level multi-domain applications, such as BGP convergence acceleration or end-to-end service provisioning (in parallel to BGP) run on top of the RaaS controller. This simplified approach can then be emulated (cf. Chapter 4), simulated (cf. Chapter 6) or be used for theoretical reasoning of logically centralized optimization algorithms (cf. Chapter 5).

\(^5\)This abstraction is explained in detail in Chapter 4, while an associated IXP-based abstraction is described in Chapter 6.
3.4 Summary of our Approach

In a nutshell, we propose a scheme where a contractor can control (parts of) the inter-domain routing logic of multiple ASes based on their policy requirements and network state. As more and more
ASes choose the same contractor, AS clusters are gradually formed. These clusters are the manifestation of gradual inter-domain routing centralization, and give us the footing to research the interplay between multi-domain SDN controllers and the rest of the Internet. Moreover, we envision multiple contractors competing for clients, and interfacing with each other over new APIs; a full overview of our proposal and the steps towards inter-domain routing centralization are shown in Figure 3.3. This figure summarizes the three primary steps of our approach; (i) centralizing and outsourcing the per-domain routing control plane to an external contractor (cf. Section 3.1), (ii) performing cumulative routing outsourcing in order to enable the provisioning of new multi-domain services (cf. Section 3.2), and (iii) scaling up the scheme to multiple contractors and client clusters that interoperates with each other (cf. Section 7.4).

Regarding financial aspects that go beyond the scope of this thesis, we note that the expenses of routing outsourcing vs insourcing should be weighed together with the added social welfare value that global optimizations on the contractor’s side bring to the table. The bird’s eye view for example may constitute important added value for potential RaaS clients, as a set of domains. Finally, we note that in this thesis we do not implement the entire proposed RaaS architecture, but focus on the high-level control, the inter-domain RaaS computations and the proper AS abstractions. In particular, we look at different instantiations—or slices—of the general architectural approach in the context of prominent use cases that are associated with inter-domain routing in the Internet.
Figure 3.3: Overview of the general architectural approach and the steps towards scaling up to a hybrid multi-domain Internet ecosystem, with multiple RaaS contractors coexisting with the rest of the Internet.
Chapter 4

Use Case 1: Improving Convergence with BGP Compatibility

“How will we get back up?” I worried. “I have a different route in mind for our return trip.”
— Karen Marie Moning, *Darkfever*

How would a SDN-based centralization scheme interact with classic BGP in terms of routing convergence, e.g., after a topological fail-over event? What is the impact of incremental deployment in this regard? In this chapter, we describe an implementation of the routing outsourcing architectural approach that we described in Chapter 3, based on the background study performed in Chapter 2. This is accompanied by an evaluation of an inter-domain routing convergence use case. We note that the main content of this chapter is based on our Elsevier journal publication in the Special Issue on SDN & NFV [151], while an initial implementation of the controller and framework that we use can be found at the SIGCOMM demo extended abstract presented by one of our collaborators [95].
4.1 Introducing the Controller and Framework

In this work, we elaborate on a logically centralized SDN controller and the associated emulation framework. The controller controls the routing computations on behalf of multiple domains, tailored to accelerating BGP convergence as a first use case. This is one use case and manifestation of the architectural outline sketched in Chapter 3, with the emphasis being placed on the global multi-domain controller rather than the domain-local delegate (cf. Figure 3.1, Figure 3.2). Each domain offers a virtualized view of itself—the “big switch/router” abstraction that we will analyze in detail later in this chapter—to the central multi-AS control logic. In particular, we make the following contributions related to the framework, the multi-AS controller and their use in terms of evaluating hybrid SDN-BGP interactions.

First, we develop a publicly available emulation framework for conducting hybrid BGP-SDN inter-domain routing experiments; this can be used in generic experiments also by other researchers. Second, we design and implement a proof-of-concept multi-domain SDN controller which controls AS clusters via OpenFlow (used as the southbound interface) and maintains legacy compatibility with BGP (used as the east-west interface). Insights on the development of such a controller are analyzed in detail, focusing on the implications of interacting over eBGP with legacy domains, while applying centralized path computation within the cluster. All BGP semantics (e.g., AS numbers) are maintained during and after the SDN-based clustering process. Finally, as a use case, we evaluate the interplay between path-vector BGP and link-state SDN routing in terms of convergence using the developed controller and framework. Our findings indicate that convergence times can be reduced with increasing SDN penetration in hybrid cross-domain networks, while churn rate reductions need relatively large SDN deployments to be tangible. The experimental results can be replicated by other researchers for verification purposes, as the software and scripts used are available for the community to use.

The rest of this chapter is structured as follows. Section 4.2 gives an overview of the hybrid BGP-SDN framework on which we run our

---

1 These interactions are studied in the context of routing convergence times and update churn rates as a use case.
4.2 A Hybrid BGP-SDN Emulation Framework

In this section we describe the design goals and requirements of the SIREN (Sdn-bgp Inter-domain Routing EmulatioN) framework, key features of its implementation and some examples on its potential use by researchers and experimenters. We note that the SIREN framework and controller were implemented in collaboration with Adrian Gämperli.

4.2.1 Design Goals of SIREN

The main objective of SIREN is to enable hybrid BGP-SDN routing experiments. In particular, SIREN was implemented with the following design goals in mind:

- Enable the emulation of BGP-SDN routing interactions, while making their evaluation simple and straightforward. The Routing-as-a-Service approach described in Chapter 3 was taken into account as an example use case that could be deployed over such a framework.

- Emulate multiple ASes, both from the legacy (BGP) and the new evolved (SDN) routing perspective.

- Use real router and switch software where possible in order to emulate the effects of production software suites.

- Simplify and automate experiment management, allowing researchers to focus more on the experiments rather than the tools and concentrate on the results and associated insights.

- Easily visualize and interpret the measurement results.
4.2.2 Implementation of SIREN

SIREN [96,97] is a publicly-available, Python-based network emulation framework for conducting hybrid BGP-SDN experiments. It extends the Mininet [164] network emulator, which is a popular environment for running SDN experiments. Mininet—and consequently SIREN by inheritance—offer OS-level virtualization (based on Linux namespaces), which efficiently scales up to hundreds of emulated nodes and links, and comes bundled with the Open vSwitch [4] virtual OpenFlow switch. In SIREN, we combine Mininet with the popular Quagga [6] routing software, which implements BGP and also other routing protocols such as RIP and OSPF. For this work, we focused on Quagga’s support for eBGP sessions between the border routers of ASes.

In Figure 4.1 we show the components of a sample SIREN setup, that corresponds to the routing outsourcing approach that we described in Chapter 3. On the left side, we see the legacy BGP part of the emulated multi-AS network—composed of BGP routers—whereas on the right side we illustrate a SDN cluster, composed of programmable OpenFlow switches. These switches are controlled by a logically centralized SDN controller. BGP routers and SDN switches can originate IPv4 prefixes (the latter entities via the controller’s mediation). It is also possible to add hosts with IP addresses within a particular prefix for monitoring end-to-end connectivity with tools like ping, or end-to-end throughput with iperf. All BGP routers peer with a BGP route collector/monitor, which collects routing updates for monitoring purposes. Moreover, within the SDN cluster we have a special BGP speaker, called cluster BGP speaker, which relays routing information between external BGP routers and the SDN controller. This speaker is implemented using the ExaBGP Python library [1]. For every BGP peering there is a link from the speaker to the border SDN switch, in order to relay control plane information over the switches. The latter process effectively implements the “outsourcing” of eBGP sessions.

In SIREN, every AS is abstracted as one “big switch” (or router), i.e., it is emulated by a single network device/node. This abstraction is not fundamental to the framework—and can be extended in future versions—but is useful for use cases such as ours, for the following

---

2Quagga is regarded as one of the most used software for inter-domain routing on general purpose hardware, and its interplay with SDN controllers—over SDN switches—is what we study in practice while running hybrid BGP-SDN experiments.
reasons. First, we want to isolate the effect of inter-domain routing convergence and experimentally study its properties. Second, we assume that each AS is not willing to share its internal topology with the routing outsourcing contractor’s controller for privacy reasons. Third, BGP is by design an information-hiding protocol: the legacy ASes appear on the routing update messages (e.g., AS path attribute) as abstracted single nodes. We note that this abstraction is aligned with our assumed simplification and is sufficient for a proof-of-concept implementation. We acknowledge of course that in reality an AS can be a complex interconnected fabric of end-hosts, switches, routers and middleboxes, but the management of the full spectrum of internal AS functionality is out of the scope of this work. For these reasons, the “big-switch/router” view is suitable for inter-domain routing management assuming of course
that the AS is consistent regarding its interactions with other domains at different peering points. This appears to be true in practice according to works such as the survey of Gill et al. [102]. In SIREN, a legacy AS is modeled by a Quagga BGP router, while a SDN cluster AS is modeled by an OpenFlow switch. A cluster AS can use non-SDN mechanisms for internal routing; this does not hinder the view of the AS as a centrally controlled switch/router on the inter-domain level. The proper abstraction can be provided by a local RaaS delegate controller, as we discussed in Chapter 3.

4.2.3 Experimenting with SIREN

SIREN experimental setups can be written in Python. The framework automatically assigns IP addresses and configures network devices using pre-defined templates. We extended Mininet with several BGP-specific commands to announce prefixes, wait until BGP has converged, etc. Additionally, the framework supports tools for automatic log file analysis, network graph creation, measurement of convergence time, routing update churn rates and packet loss, and route change visualization. For example, to facilitate experiments on routing stability, the framework detects when the network has converged and whether there is stable connectivity between all hosts. Other compatible tools can be added as Mininet is an extensible platform. Also, experiment batches can be distributed over multiple computing nodes using an experiment manager\(^3\). An example of live routing visualization is presented in Figure 4.2.

Generally, SIREN can be used in the following modes: (i) Command Line Interface (CLI), like in Mininet, where the experimenter conducts classic terminal scripting. The main premise here is that the experimenter writes her Python experiment setup scripts and invokes them, while interacting with the framework via the CLI; in the end results are collected and interpreted. This mode is indicated for experiments of average scale. (ii) Live Visualization as described beforehand, where the experimenter visually interacts with the network while she can view routing-related info (e.g., convergence time) after her induced changes. This mode is indicated for experiments of small scale.

\(^3\)We note that while this entity is useful for managing multiple small to medium scale experiments (10s of nodes and 100s of links) across a cluster, there are hard scalability limits with respect to single larger scale experiments.
and for visual demonstrations. (iii) *Experiment Manager* as described beforehand, where the experimenter distributes batches of experiments to multiple nodes and exploits parallelism, e.g., in cloud environments. This mode is indicated for distributing large batches of small/average-scale experiments that lie within the scaling capabilities of the framework. More details on SIREN’s implementation can be found at our published SIGCOMM demo extended abstract [97] and the MSc thesis of the student whom we advised and who co-authored the software [95].

Figure 4.2: Live visualization in SIREN: forwarding is tracked towards the depicted hosts based on the routing configuration of the ASes on the end-to-end path. The user can visually interact with SIREN via bringing inter-AS links up or down, actively creating convergence triggers and monitoring the network’s response. Green nodes correspond to legacy BGP ASes, while orange nodes are parts of a (disjoint) multi-AS SDN cluster. Traffic (green arrows) flows from all ASes towards the north-west end-host (blue node) over inter-AS links (black links). The other end-host is used for verifying end-to-end connectivity with ping.
completeness, we also note that MiniNext [220] is another hybrid SDN-legacy routing emulator based on Mininet and Quagga. However, while MiniNext aims at emulating operational environments and focuses on low-level APIs, our framework focuses on multi-AS inter-domain experiments for research and provides a high-level API for experiment orchestration tailored to such use cases.

4.3 A Proof-of-Concept Multi-AS Routing Controller

In this section we describe the design and implementation of a first multi-AS routing controller, tailored to improving BGP’s slow convergence. We make the controller public as part of the SIREN software [96]. Our goal is not to build a general-purpose multi-AS NOS; addressing the full set of challenges in building such a generic system is beyond the scope of this work. In contrast, our objective is to improve BGP’s problematic convergence as a proof-of-concept use case on which our inter-domain SDN routing approach may be applied. We use the controller to evaluate the interplay between centrally controlled routing within a SDN-enabled AS cluster and distributed path-vector BGP routing outside of the cluster in Section 4.4, focusing on convergence properties, such as total convergence times or routing update churn rates.

4.3.1 Design Goals of Multi-AS RaaS Controllers

The design goals and objectives of the multi-AS routing controller implementation are analyzed in detail in the following.

Logically centralize routing computations. We wish to benefit from logical routing centralization on the AS level in order to improve BGP’s convergence time and reduce routing churn, leading to more stable routing overall. The intention is to help both ASes within the cluster and the outside (legacy/BGP) world.

Interoperation with BGP. As BGP is currently deployed across the globe enabling ~50,000 ASes to mutually exchange routing information, it is crucial that the controller is fully compatible with the BGP standard [212]. In addition, the SDN cluster should be transparent to the outside world, i.e., legacy BGP AS border routers should treat
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the cluster’s BGP speaker as yet another BGP router of one of the cluster ASes, rather than part of a multi-AS SDN controller setup.

**No cluster lock-in.** The identity of the participating ASes (e.g., their AS numbers) should be preserved in the hybrid routing system. This prevents cluster lock-in, which could result if the AS numbers of the served cluster ASes were replaced with a “super-domain” identifier, being effectively aggregated. Instead of this, we wish to have groups of ASes which are visible as separate entities to the rest of the Internet and maintain their individual identities and policies. This approach also facilitates a smooth transition to the new system as existing mechanisms relying on AS numbers (e.g., access lists or BGP communities) do not need to be updated. Maintaining BGP semantics is yet another provision to make the AS cluster transparent to BGP and avoid a disruptive expansion of the sphere of influence of multi-domain Routing-as-a-Service controllers.

**Disjoint clusters.** As the transition to the new routing architecture will likely be gradual, clusters will probably not be contiguous, at least in the beginning. This means that AS paths may enter, exit and re-enter the cluster(s) at different points (e.g., IXP-facing PoPs); thus the controller should be able to calculate paths using the global view of a disjoint cluster of clients and the legacy BGP information that it learns through them. This also means that in case the cluster is internally partitioned due to an inter-domain link failure, it may not be partitioned on the global level since paths that join the two parts over legacy ASes can still be used. Thus reachability over disjoint clusters should be achieved in any case. Of course, operating on a group of dispersed client ASes may prevent other optimizations that can only happen over a contiguous controlled cluster, such as guaranteed end-to-end circuits (cf. Chapter 6). On the other hand, classic IP connectivity can be established as long as there are BGP paths—passing over external ASes—that enable this, while the convergence benefits can be exhibited in both the contiguous and disjoint cluster use cases (cf. randomized cluster formations in the evaluation of Section 4.4). Slow convergence (over external ASes) between the clusters might still be an issue in some cases, but the global view of the controller accelerates the process where applicable.

**Hybrid routing.** The controller knows the full inter-domain topology within the cluster, using southbound SDN-based interfaces
to acquire and control the (abstracted) view of the client ASes. Additionally, it receives external AS path announcements from the outside world via BGP; this communication takes place over the border routers of the cluster ASes. Therefore, inter-domain routing becomes hybrid path-vector and link-state as follows. The controller can use an algorithm such as Dijkstra in order to calculate shortest paths over the known cluster topology. External AS paths learned from BGP can be attached as “extensions” to the cluster graph and be explored with Dijkstra. Selected paths can be then advertised to legacy BGP peers, making the controller a part of the outside BGP path-vector system and enabling the co-existence of both link-state and path-vector routing on the global inter-domain level. This hybrid routing and SDN-BGP interactions constitute a primary design objective of our implementation.

**No loops.** AS-level loop avoidance is essential in the new hybrid BGP-SDN setup both for routing efficiency and correctness. We note that naively using the same loop avoidance mechanism as BGP is not wise, as we will show later, due to the differences between BGP’s distributed process, based on local per-AS view, and SDN’s logically centralized process, based on the global multi-AS view.

### 4.3.2 Implementation of Multi-AS RaaS Controllers

The controller runs using the POX controller mechanisms for OpenFlow-based interaction with the cluster switches, while it interfaces with external BGP routers through ExaBGP. In particular, the controller speaks OpenFlow in the southbound direction within the cluster, and BGP outside of the cluster in the east-west direction. Applications, such as AS-level shortest-path routing, run as software modules on top of the controller using its northbound interface. POX-like cooperative multitasking is used for the event-based processing that happens on the controller. This approach is well-suited for rapid prototyping, therefore we can focus more on research questions pertaining to our proof-of-concept use case rather than deal with state consistency, scalability and concurrency issues. To better understand the operation of the implemented path selection algorithm, we first introduce two graphs which represent the core state that the controller maintains.
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**Switch Graph.** The *Switch Graph* is a simple directed graph that represents the physical topology of the multi-AS cluster combined with prefix connectivity information, as seen from the controller’s perspective. This assumes that the participating ASes are willing to expose such information in order to benefit from the reduced convergence times and more efficient routing control. If they are not, they are simply treated as external entities that are not parts of the cluster. We have two kinds of nodes: switch nodes, which represent SDN switches, and prefix nodes. The presence of an edge means that data can be forwarded from the source to the destination of the edge (switch-to-prefix or switch-to-switch). The *Switch Graph* is built gradually: we add a directed edge between two switch nodes, when a switch node (and consequently its controller) detects a link in that direction. An edge from a switch to a prefix node is added, when the prefix is learned from BGP or the prefix is directly connected to that particular SDN switch. In the “BGP-learned edge” case, we only add the best path in terms of hop count and annotate the edge with the corresponding AS sequence. We save all paths that the cluster receives information about; the best (i.e., shortest) paths are then selected for the eventual routing of traffic across the ASes. The graph is properly updated when inter-domain links fail/come up and/or paths to learned prefixes are withdrawn/announced.

**AS Graph and Loop Avoidance.** In our hybrid link-state/path-vector setting, we need to cater for AS-level paths that leave and re-enter the cluster, after passing over legacy ASes. As we have already mentioned, this case is possible and should be taken into account. If such paths were naively marked as annotations to external prefixes as in the *Switch Graph* and used directly by Dijkstra, then we could get loops due to the multiple occurrences of the same cluster AS in the path calculations (abstracted as another hop count in the annotation). For this purpose, we break such paths into two parts: *(i)* a destination prefix attached to the last cluster AS in the path, and *(ii)* virtual links that connect cluster ASes over external paths. We incorporate these changes into a per-prefix *AS Graph* structure, which is a transformation of the *Switch Graph*. At the beginning of the transformation, all AS numbers of the cluster are added as nodes. The AS connections inside the cluster, which have been represented as edges between switch nodes in the *Switch Graph*, are also added to the new graph. This provides an AS-level view of the cluster to the controller. The transformation is restructuring the *Switch Graph* taking into account paths that cross the
(a) Example of a Switch Graph. Switches 1, 2 and 3 form a cluster. Switches 1 and 2 know a path to prefix 8.0.10.0/29, which they learned over BGP; these paths pass over external ASes. Note that the path known to switch 2 passes over switch 1 as an intermediate node. Switch 1 has a directly connected prefix, and so does switch 3.

(b) Example of an AS Graph. The switches have been transformed to their corresponding ASes. Note that the path known to switch 2 has been sanitized; we have added a virtual link that includes the external AS path that exits and re-enters the cluster (in this case over AS 11), ending at AS 1. AS 1 then knows the best path towards the prefix.

Figure 4.3: Example of Switch-to-AS graph transformation: paths to 8.0.10.0/29 are sanitized to avoid loops.

legacy world and leave and enter the SDN cluster at different points in order to avoid loops. For example, Figure 4.3a shows a sample Switch Graph. Figure 4.3b shows the derived AS graph: the switches have been transformed to their corresponding ASes, while paths that exit and re-enter the cluster including legacy ASes have been sanitized for loop avoidance. This process guarantees that if BGP does not induce loops until the first encountered cluster AS on re-entrance, then shortest path routing on the controller’s side will result in AS-level loop-free paths.

Main Algorithm. Dijkstra’s algorithm runs on the AS topology graph using AS path lengths as weights. This allows the controller to calculate the shortest paths towards each prefix learned either internally from the cluster ASes or externally over BGP; paths to external prefixes exiting and re-entering the cluster are sanitized for loop avoidance as explained before. While for our practical use case we implemented classic AS-level shortest-path routing, in theory we can apply any routing algorithm operating on the global view of the multi-AS controller. Examples include but are not limited to: multipath routing [257], mixed routing protocols [232], new WAN-based DDoS link-flooding mitigation techniques [105, 106], etc. Furthermore, algorithms that operate on the
global view of the cluster, taking into account the AS-to-AS policies for the calculation of AS-level path diversity or bisection bandwidth, might also be employed as we will explain in Chapter 5.

The Path Recomputation Problem. AS paths are only recomputed by the controller’s logic when needed. A link change between switch nodes or a switch change in the Switch Graph results in a full recomputation for the paths associated with all prefixes currently known in the network. However, when only a path to a certain prefix is changed, e.g., when a second switch adds a new path to a specific prefix (learned over BGP), only paths leading to that single prefix will be recomputed. At this point we should note the following insight gained during the implementation process. The SDN cluster controller can receive multiple BGP updates per second stemming from external ASes; these are essentially the external updates that are directed to all the members of its cluster\(^4\), since it controls the inter-domain routing interactions on behalf of several ASes, each one with multiple external peers. Each of these updates triggers changes in the switch and AS graphs, causing path recomputation throughout the cluster. We need to stress that this is an expensive process; path recomputation is equivalent to the underlying switch reconfiguration through manipulation of the—virtualized—flow tables. Installing all necessary rules on the associated switches can take 100s of milliseconds\(^5\), while the problem becomes more intense if we consider the need for consistent state updates [211]. During this convergence period more BGP updates are received, stressing the process even further. Moreover, the controller’s actions need to be advertised to external peers; that means that besides the traffic shifts caused inside the cluster due to the flow rule installation process, the instability will also propagate further outside of the cluster and cause further problems. This is an artifact of using a logically centralized process to control the whole AS cluster; however, there is a practical work-around for this scalability issue that we describe in the following.

Delayed Path Recomputation. To mitigate the aforementioned issue we added a simple mechanism for delayed recomputation of paths,

---

\(^4\)Besides, we can have SDN link or switch change events related to the AS cluster topology; these events through occur orders of magnitude less frequently than BGP updates received from the cluster’s borders.

\(^5\)This is due to the latency between switch and controller, plus the processing time needed within the switch. The latter delay is exacerbated under conditions of heavy load in the control plane, while the data plane reaches eventual consistency.
based on a timeout value called **Cluster Waiting Recomputation Interval (CRWI)**\(^6\). This is different than the MRAI advertisement interval of BGP. After the CRWI timeout happens, the controller computes and installs locally the rules associated with the new paths via OpenFlow\(^7\). These paths are the result of queued recomputation requests, accumulated over the waiting interval; after the final routing changes are implemented, the controller then directly advertises the changes over BGP to the outside world. This strategy helps the RaaS controller avoid routing inconsistencies with neighbours due to outdated information, since the queued requests are sanitized in terms of age (i.e., the oldest ones are automatically deprecated). Of course, if there is a persistent oscillation of an advertised prefix instead of a usual convergence process that eventually ends, this strategy simply slows down the oscillation; in such cases further strategies like route flap damping might be needed to mitigate the problem. Secondly, our proposed strategy can help make the network more stable by “rate-limiting” the cluster controller, reducing the number of required path changes and leaving some temporal slack for the forwarding rules to be installed on the cluster switches. In our experiments, we found that a CRWI of 1 sec is sufficient to avoid any problems with routing inconsistencies and flow rule installation delays. However, there is not an ideal value for every possible topology and routing setup. On the contrary, the CRWI value should be experimentally determined in terms of its interaction with the BGP MRAI timer and other timing mechanisms and artifacts of BGP routers, SDN switches and SDN controllers. Similar issues are present with the current situation; there is not an ideal MRAI value for all possible BGP-based setups, but its tuning is rather a trial-and-error process.

**Further Implementation Details.** Besides the important implementation features mentioned above, the controller also has partial support for consistent state updates [211] during the reconfiguration of the cluster switches. In particular, the controller proactively installs the routes from the destination to the source switch in order to give some time to the routing flow rules to be properly installed in the reverse order, before forwarding traffic along the direct path. However, the controller does not wait until the SDN switch confirms (e.g., via OpenFlow barrier messages) each rule installation as we faced timing

---

\(^6\)In practice, this timeout is used for “throttling” the controller.

\(^7\)In general, any suitable routing/flow table manipulation mechanism offered during the routing outsourcing process may be employed (cf. Chapter 3).
issues; the inverse order installation is simply a compromise between state consistency and timing efficiency. Without this ordering we might get a possible policy violation, unintended paths or loops as transient artifacts with a higher probability. Furthermore, proxied control traffic (BGP) and direct data (ARP, IP) traffic are both handled via flow rules on the flow tables of the switches. Proposals on how to scale the state management to hundreds of thousands of IP prefixes on the controller’s side can be found at Section 7.4.1, as steps of future work. More details on the implementation of the multi-AS controller (e.g., the cluster-wide topology detection mechanisms) can be found at the associated works [95,97].

4.4 Evaluation of Hybrid BGP-SDN Routing Convergence

In this section, we deal with the evaluation of routing convergence within a hybrid BGP-SDN environment. We start with the description of our experimental setup (cf. Section 4.4.1), including the basic setup, some needed simplifications and assumptions pertaining to the emulation, and the AS-level topologies that we used. We continue with the results that we got on convergence times and churn rates (cf. Section 4.4.2), and we close the section with some interesting observations and insights on the yielded results (cf. Section 4.4.3).

4.4.1 Experimental Setup

Basic Setup

What is the effect of inter-domain SDN centralization on BGP convergence time and stability? As a proof of concept of our proposed approach, we evaluate the effect of SDN centralization using our multi-AS controller (cf. Section 4.3) running on top of the SIREN framework (cf. Section 4.2). We assume the following setup (cf. Figure 4.4).

In our experiments, a dual-homed AS loses its primary upstream connection and performs a fail-over to its backup link. Its two providers are selected uniformly at random from a core inter-network of ISPs connected to each other in different topologies and formations. To enforce the primary-backup setup, the client AS prepends its AS
Figure 4.4: Link fail-over experiment used in the evaluation: the primary (preferred) inter-AS link goes down, and the path-prepended backup link takes over. All ISP ASes then recalculate the shortest path to the client AS 40000 (originating an IP prefix), while involved in a hybrid BGP-SDN path exploration process.

number multiple times in its prefix announcements propagated over the backup link. The link-down event on the primary link causes a wave of withdrawals throughout the network, accompanied by announcements of new—but not always valid—paths due to the path exploration process. The ISPs explore alternative paths to the client AS, taking into account the prepended route advertisements going over the backup—now active—link, as they converge to the shortest path. In this setting, we evaluate how gradual SDN penetration, in terms of increasing percentage of cluster SDN ASes, affects the convergence time and the average routing update churn rates. Concerning BGP timing artifacts, we note that we are using fast keep-alive and hold-down timers for both Quagga and ExaBGP, since we want to explore what happens after the link-down detection and not waste time discovering that the link is in fact down. The values are selected empirically to be neither too large or too low, in order to avoid unnecessary delays or synchronization side effects, respectively.

Essentially we focus on the path exploration phase rather than the topological failure detection phase. In practice, we bring the interfaces in both sides of the links down; therefore a Quagga router knows directly that a link is down, while the SDN-ExaBGP controller figures it out after at most 15 sec due to the decoupling between the controlled OpenFlow ports and the BGP session running over the ports.
Simplifications

We make the following simplifications in order to fit our use case and the properties of the data we have at our disposal (i.e., AS-level graphs). First, we assume one node per SDN-controlled or legacy AS; we refer to this simplification as the “big switch/router” approach as already described beforehand in SIREN’s implementation. We understand that this is an important simplification as mentioned in the work of Willinger et al. [251], but it allows us to capture some basic properties of hybrid inter-domain routing even without knowing how an AS is structured internally. Also, according to the survey from Gill et al. [102], ASes are usually consistent regarding their routing information export across their distributed fabric; therefore the abstraction makes sense from BGP’s point of view and is aligned with the status quo. Moreover, the convergence times on the level of eBGP sessions between ASes are several orders of magnitude larger than the convergence times within an AS in terms of the iBGP and IGP (OSPF, IS-IS) protocols [160]. Thus, neglecting internal routing convergence times does not have any significant impact on our results on the inter-domain level. However, some intra-domain routing dynamics may propagate on the inter-domain level and affect global routing [237]; we plan to examine those cases as future work (cf. Section 7.4.1).

Second, in terms of policy-based routing, the controller calculates shortest paths based on classic Dijkstra-based algorithms. In BGP terminology, we are taking into account the AS path length as the primary metric, with the AS policy being “prefer the shortest path to reach a destination prefix”. Besides AS path lengths, metrics such as congestion state or path latencies may be taken into account on the multi-AS SDN controller’s side for the path calculations; we opted for path lengths in order to have a homogeneous routing behavior within the hybrid BGP-SDN core. We note that while there are ways of running centralized Dijkstra to find policy-compliant shortest paths (cf. Section 5.6.4 and the work of Bauer et al. [27]), obeying the valley-free conditions by Gao et al. [98], inter-domain policies are in reality much richer and more diverse than that. The main challenge that all researchers face in this context is that the policies are quite difficult to infer and are by nature commercial secrets of the ISPs; this results in lack of data regarding what policies ISPs implement, leaving only qualitative surveys [47] or surveys on small AS/ISP set samples [102].
to extract information from. Therefore, to simplify our experiments, we chose to explore shortest-path dynamics ignoring complex policies; future work may benefit from evolutions in policy inference to study richer BGP-SDN interactions on the control plane, policy-wise. The algorithm that we present in Chapter 5 is one step towards quantifying the effect of generic policies on the properties of such networked setups.

### Emulated Topologies

Regarding AS-level topology emulation, we initially considered the CAIDA IPv4 Routed /24 AS Links dataset [50], providing snapshots of AS links derived from IP-level topology measurements. Due to the large size of the dataset in terms of AS nodes and links (≈tens of thousands), which goes way beyond the scalability limits of Mininet and consequently the SIREN framework\(^9\), we did not run experiments on these graphs but used synthetic topology models instead, as we explain next.

According to the seminal work of Willinger et al. [250, 251], there is not yet a widely accepted model of the AS-level Internet topology; such inference requires a cumbersome reverse engineering approach based on domain-specific knowledge. Therefore, we took multiple different models into account [250]: cliques (full meshes), random graphs such as Erdos-Renyi (E-R), scale-free graphs of the preferential attachment type based on the Barabasi-Albert model (B-A), and small-world graphs using the Newman-Watts-Strogatz (N-W-S) approach. We then searched if common patterns were replicated across different graph types and scales, indicating interesting BGP-SDN interactions. We used the NetworkX graph generator [191] and selected its parameters such that the derived graphs achieve a compromise between fully connected ISP meshes, and sparse tiered environments. This can be observed in the node degree distributions of the studied graphs, as shown in Figure 4.5. Larger

---

\(^9\)Our goal is to emulate a proof of concept rather than the entire AS-level Internet. Mininet can in practice support concurrent emulation of at most 150-200 switches and a number of links at the same order of magnitude; while the POX controller itself can sufficiently handle loads of tens of switches and about a hundred links. Down-scaling the original IPv4 AS link topologies based on such datasets [53] can partially mitigate the problem by achieving topologies reduced to 30% of the original size, but still the scale is prohibitively large to emulate. Sampling such topologies to reduce the size further distorts the properties of the graphs in question, something that we did not want to affect our experiments. Further up-scaling of our framework capabilities is the subject of future work (cf. Section 7.4.1).
### Setup Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment Type</td>
<td>route fail-over for dual-homed client</td>
</tr>
<tr>
<td>Topology Type</td>
<td>Clique (full mesh), Erdos-Renyi (E-R), Barabasi-Albert (B-A), Newman-Watts-Strogatz (N-W-S)</td>
</tr>
<tr>
<td>Topology Size [number of nodes]</td>
<td>8, 16, 32</td>
</tr>
<tr>
<td>Topology Size [number of links]</td>
<td>function(node_number, graph_type)</td>
</tr>
<tr>
<td>Clusters and Controllers [number]</td>
<td>one controller, one (contiguous/disjoint) cluster</td>
</tr>
<tr>
<td>SDN Penetration [%]</td>
<td>0, 25, 50, 75</td>
</tr>
<tr>
<td>SDN Cluster CRWI [sec]</td>
<td>1</td>
</tr>
<tr>
<td>BGP MRAI on Quagga [sec]</td>
<td>0, 30</td>
</tr>
<tr>
<td>Keep-alive timer (Quagga, ExaBGP) [sec]</td>
<td>5</td>
</tr>
<tr>
<td>Hold-down timer (Quagga, ExaBGP) [sec]</td>
<td>15</td>
</tr>
<tr>
<td>Reconnect timer (Quagga, ExaBGP) [sec]</td>
<td>5</td>
</tr>
<tr>
<td>Policy for BGP ASes, SDN ASes</td>
<td>prefer shortest AS path (hop count)</td>
</tr>
<tr>
<td>Client Policy for backup link</td>
<td>use 10-fold ASN path prepending</td>
</tr>
</tbody>
</table>

Table 4.1: Parameters used for the hybrid BGP-SDN inter-domain routing convergence experiments, and their respective values.

Parameter values are closer to the first setup, while smaller values to the latter. The full set of experimental parameters and values explored is presented in Table 4.1. Note that for parameters such as the CRWI and BGP timers we select single values; these values were selected after extensive testing as the ones that have the minimum effect on the results. In practice, we selected the values with the lowest sensitivity in order to isolate the effects of other, more interesting parameters on the results. For example, a CRWI of 1 sec was ideal for our setup for different scales and graph types; smaller CRWIs lead to routing instabilities stemming from the controller’s side while larger CRWIs significantly delay the whole convergence process without any practical benefits. Further study of the interaction between CRWI and MRAI timers is the subject of future work. The parameterized code and scripts, together with instructions on how to use the SIREN framework, are publicly available at the SIREN Bitbucket code repository [96].
Figure 4.5: Node degree distribution for the 32-node graphs studied in the evaluation. Abbreviations: “gt”=graph type, “gp”=graph parameters, “n”=size of graph, “BA”=Barabasi Albert, “ER”=Erdos Renyi, “NWS’=Newman-Watts-Strogatz. The clique is omitted since all its nodes have a 31 node degree (full mesh). While NWS is quite homogeneous in terms of node degree, ER and BA have a larger variance, especially with a few nodes of BA (so-called “hubs”) having much larger node degrees as compared to the rest of the nodes. These differences are important to understand later the effects of gradual SDN penetration within such topological formations. For example, taking over the hubs of a BA-like multi-AS network could benefit convergence much more than targeting poorly connected, low-degree AS nodes. Such selective ISP targeting strategies for maximal impact with minimal deployment will be investigated as future work (cf. Section 7.4.1).
4.4 Evaluation of Hybrid BGP-SDN Routing Convergence

4.4.2 Results: Convergence Times and Churn Rates

Our main objective is to study how gradual SDN penetration on the inter-AS level, as described in Chapter 3, affects (i) routing convergence times, and (ii) routing update churn rates. The first metric allows us to estimate for how long the inter-domain routing control plane is unstable\(^\text{10}\). The second metric allows us to estimate the average load imposed on the control plane of the border routers of the ASes. First we describe how we got results related to these two metrics of interest; afterwards we will present and comment on these results.

**Convergence Time.** The time measurement starts at the time of the AS-level incident, e.g., a link-down event where the link between two ASes (such as between a client AS and its upstream ISP) is brought down. As explained beforehand, we make use of fast keep-alive and hold-down timers in order to focus on what happens after the detection of the link-down event, i.e., the convergence process. The time measurement ends when the last routing update is received, while we use proper safe-guard intervals to make sure that we have seen all updates that arrive at the BGP route monitor device. The total time spent processing routing updates within the BGP and SDN clusters, as well as between them (i.e., due to the interaction between BGP and the SDN controller), is the measured convergence time that we are interested in.

**Churn Rate.** For this metric, we first measure the total number of routing updates within the convergence interval; this temporal interval has been already described above. Afterwards, we divide this number by the duration of the convergence interval. This yields the average routing update churn rate during the convergence process.

The results from our experiments are depicted (i) in Figure 4.6, regarding routing convergence times, and (ii) in Figure 4.7, regarding average routing update churn rates. The figures and cumulative results can be found at the end of this chapter. The results are based on a BGP MRAI of 30 sec; our findings using MRAIs of 0 sec were very similar and are omitted from the presentation since they do not add any further insights. The cause for this similarity is that Quagga route withdrawals are not rate limited by the MRAI (in contrast to announcements), but

\(^{10}\)Of course instability does not necessarily mean packet loss; although transient phenomena such as black holes or routing loops might occur that affect loss and packet delay and jitter.
are rather propagated directly with 0 delay across the domains. At the same time, they are the main triggers for the path exploration process. This process primarily affects the convergence results that are seen in the figures. Therefore, a first insight we gained was the importance of the withdrawals for path exploration and the indifference that the MRAI value has on the results. Further observations and insights follow in the next subsection. We note that all presented box plots correspond to 20 runs per emulation parameter set\(^{11}\), while all y-axes have a 0-baseline. The x-axis represents the percentage of AS nodes that belong to the SDN cluster, chosen uniformly at random from the AS set at hand. Note that the variance in the box plots is both due to the non-deterministic behavior of BGP and its interplay with SDN, and the randomization of the experimental setup per run (e.g., IP prefix assignment, random topologies, race conditions in BGP session establishment, etc.).

### 4.4.3 Observations and Insights

The most important insights that we gained via our analysis and emulation experiments are the following.

**How does the scale of the graphs affect convergence, taking into account varying levels of SDN penetration?** Convergence times exhibited a small-gradient linear decrease at the 8-node scale, with comparable times in E-R (Erdos-Renyi), B-A (Barabasi-Albert) and N-W-S (Newman-Watts-Strogatz) graphs for different SDN penetration levels, with the most notable gains in the clique case. At the 16-node scale, we observed a high-gradient linear decrease of convergence time with increasing size of the SDN cluster. We could not explain this relationship mathematically due to the difficulty in producing closed formulas and models for studying the interplay between BGP and SDN; we rather measured this interplay using production software. Finally, at the 32-node scale, a negative sub-linear relationship between convergence time and SDN penetration is observable. In this case, at 25% and 50% SDN penetration, the reduction in convergence time is less pronounced. However, the convergence time drops rapidly between the 50% and 75% levels, where the time is essentially cut by more than half. The cause of

\(^{11}\)In the case of the 32-node clique, the results pertaining to the 50% SDN penetration level were not yielded due to a scalability problem with the emulation platform. Such problems will be solved in future versions of the SIREN framework, combined with improvements in the Mininet software base.
the latter observation is that the SDN controller takes over the highest-radix nodes and a good percentage of all available ASes (cf. Figure 4.4), thus severely speeding up convergence due to centralization. We also note the very small width of the box plot at the 75% SDN penetration cases across all scales and topology types; this indicates small variance on convergence times due to a stabilizing effect of centralization.

Moreover, the absolute convergence times are effectively doubled as the topology doubles in size, a rather expected observation. The same rule seems to apply for churn rates; bigger scales translate to higher churn, as intuition also suggests in view of the increasing complexity of the inter-network. At the 8-node scale, the churn rate ranges between only 1 and 3 updates/sec without major changes with increasing SDN penetration. At the 16-node scale, the churn rate increases slightly to up to 12 updates/sec and SDN penetration shows more clear gains, although it might even slightly increase churn in some cases. Finally, for the 32-node size, the churn rate increases much faster to up to 60 updates/sec due to the increased complexity and size of the network topology; it is thus evident that the churn rate and the topology size are not linearly related. SDN penetration shows though consistent reductions in churn; at this scale the churn exhibits a sub-linear decrease with increasing SDN penetration, similarly to the convergence time patterns. This is because while the control plane state is propagated at a higher pace via the controller, the CRWI-based rate-limiting on the controller’s side smoothens the convergence process.

How does the network graph type affect convergence, considering varying levels of SDN penetration? The behaviors of convergence time and churn rates were not significantly affected by the graph type, and the patterns we observed regarding SDN penetration were more or less preserved across diverse topologies. This is an indicator that the presence of SDN does not cause unpredictable behaviors based heavily on the type of topology in question; what matters more is the scale of the topology, as already explained beforehand. We note that the clique has only slightly different behavior regarding absolute numbers; in fact convergence times and churn rates were always elevated in contrast to the other topologies. This is expected since the clique is essentially the “worst-case” scenario for BGP convergence; we verified this fact experimentally. Setups that are sparser than the clique also seem to benefit from increasing SDN penetration in similar ways. These lead
though to faster and less “chatty” convergence, due to the less intense path exploration process within less dense graphs.

**Are there any severe effects of convergence on data plane traffic?** In our experiments we focused primarily on the behavior of the control plane during convergence, since the effect of convergence on the data plane, e.g., on packet loss, has already been investigated in detail by Kushman et al. [159]. Hybrid BGP-SDN convergence and its correlation with the data plane traffic is the subject of future work. However, the preliminary examination of the interaction between the control and data plane on some of our small-scale experiments yielded the following insights. (i) Delayed convergence seems to primarily affect the latency, jitter and ordering of the data packets; in the fail-over case packets usually travel upon the different explored routes (even in circles) until the final valid paths become available. (ii) In our experiments, we observed negligible packet loss during convergence. That means that all intermediate nodes always have fail-over paths towards a destination, and all the packets eventually reach it, albeit following different routes until stability is restored. Lastly, for statistics on the frequency of BGP instability events and the percentage of affected BGP prefixes, we refer the reader to the work of Huston [127].

**What are the key take-away messages regarding the interplay between legacy BGP AS groups and SDN AS clusters?** Gradual deployment of SDN and inter-domain routing centralization actually helps. Benefits in convergence times can already be seen with small penetration levels, while benefits in churn rates need larger deployments to be tangible. In our experiments, the critical mass that a Routing-as-a-Service contractor should acquire to improve the stability of a multi-domain network seems to be somewhere between 25% and 50%. This percentage might be reduced with selective ISP targeting as described in Section 7.4.1. We note that a percentage of 100% in this case corresponds to the whole hybrid multi-domain network under study; this can be a certain geographical area containing ISPs and their clients (e.g., Switzerland), or a larger part of the Internet, but not necessarily the entire Internet. The resulting benefits are present within the corresponding area of influence, as we analyze in the next paragraph. Between the 25% and 50% levels and at the 32-node scale, convergence times can be reduced by $\sim20\%$, while churn rates by $\sim15\%$ on average. During this transition, if today’s routers and controllers can
handle slightly larger or comparable churn to the pure BGP case, SDN-based centralization can benefit convergence while interacting with BGP. Finally, we observed that the use of logical centralization of routing control accelerates convergence because of two main factors. (i) The state propagation process is accelerated due to the central point where parts of the state are gathered and are then directly communicated outside. This acceleration benefits both client and non-client ASes, but may increase the associated churn in some cases. (ii) The controller has a global overview of its cluster and the inter-domain network overall; this view is efficiently used for informed decisions related to path exploration, based on the cumulative routing feedback.

So, should a single RaaS controller take over inter-domain routing on behalf of 10s of 1000s of ASes to improve convergence properties? First, such a proposal is obviously infeasible due to the exacerbated characteristics of the technical and political challenges that we explained in Chapter 3. Second, technically it is not a necessary requirement for a single controller to manage the routing for a large percentage of the entire multi-AS network in order to optimize convergence. In fact, multiple clusters which are controlled by different controllers may be formed and can expand independently, starting from small deployments, with BGP or even new protocols used for their mutual coordination\(^\text{12}\). The gradual centralization can then help improve convergence close to the borders of their respective sphere of influence. Benefits at Internet scales could then be yielded in a staged manner of targeted deployment (e.g., on well-connected ISPs), with many controllers stabilizing their respective parts of the inter-domain setting. This process could then have an actual impact on stabilizing global inter-domain routing, as a joint service of the RaaS contractors.

\(^{12}\)Support for multi-controller and multi-cluster experiments in the context of the SIREN framework is future work (cf. Section 7.4.1).
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4.5 Summary of Emulated Hybrid RaaS Gains

In Chapter 3 we proposed the gradual centralization of parts of the routing control logic of multi-domain AS-level networks. The goal was to improve general properties of inter-domain routing, such as the convergence behavior accompanying routing changes. The proposal can be technically applied using SDN mechanisms, while Routing-as-a-Service outsourcing frameworks may offer a financial basis for market adoption. In this chapter, as a use case, we evaluated the interplay between SDN-based routing centralization and classic BGP routing. To support that, we developed a hybrid BGP-SDN emulation framework and a multi-AS SDN controller running on top of it. Our fail-over experiments on hybrid graphs of diverse scales and types indicate that inter-domain routing centralization can improve convergence times even at small SDN penetration levels. Churn rates are comparable or slightly worse than pure BGP at small scales, with benefits shown at larger scales. Our work is another step towards extending the value proposition of SDN on the inter-domain level [29, 117], based on the radical idea of logically centralizing the inter-AS routing control plane (cf. Chapter 3). We note that this is one of the most challenging arenas for SDN to penetrate, due to the difficulty of making changes on how core routing works; politics and established practices can put a brake on novel technical approaches. Nevertheless, our current findings encourage further research along this direction of inter-domain SDN, specifically in the context of routing convergence.

Finally, we note that it is quite challenging to understand the dynamics between centrally controlled SDN clusters and the legacy BGP world, since this is a case of hybrid link-state and path-vector routing across domains, in a regime governed by different—sometimes conflicting—policies. Emulation may help researchers gather meaningful results in this area. With SIREN, we can experiment with real code, focusing on the experiment rather than the tool. For example, the research community may use SIREN to evaluate improvements to BGP induced by expanding SDN deployments, even if the context of their proposals is different from our initially assumed approach of logical RaaS-based centralization. Our future work agenda in the context of
the SIREN emulation framework, controller and convergence-oriented experimentation is given in Section 7.4.1.
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Figure 4.6: Convergence times [sec] (y-label) vs SDN penetration [%] (x-label) for the fail-over experiments: emulation results on graphs of different type and size, for BGP MRAI=30sec. Box plots correspond to 20 emulation runs. The reader is referred to the NetworkX website [191] regarding the explanation of graph parameterization (i.e., $k$, $p$, $m$).
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(a) 8-node clique (full mesh) graph
(b) 8-node Erdos-Renyi graph, p=0.5
(c) 8-node Barabasi-Albert graph, m=2
(d) 8-node N-W-S graph, k=2, p=0.5
(e) 16-node clique (full mesh) graph
(f) 16-node Erdos-Renyi graph, p=0.5
(g) 16-node Barabasi-Albert graph, m=4
(h) 16-node N-W-S graph, k=4, p=0.5
(i) 32-node clique (full mesh) graph
(j) 32-node N-W-S graph, k=8, p=0.5
(k) 32-node Erdos-Renyi graph, p=0.5
(l) 32-node Barabasi-Albert graph, m=8

Figure 4.7: Average routing update churn rates [updates/sec] (y-label) vs SDN penetration [%] (x-label) for the fail-over experiments: emulation results on graphs of different type and size, for BGP MRAI=30sec. Box plots correspond to 20 emulation runs. The reader is referred to the NetworkX website [191] regarding the explanation of graph parameterization (i.e., $k$, $p$, $m$).
The same word we love and hate, leaves in different directions, taking different paths.

—Dejan Stojanovic, *The Sun Watches the Sun*

Chapter 5

Centralized Path Computations and Min-Cuts on Policy-Governed Networks

A centralized RaaS platform, as the one described in Chapter 3, may implement multifarious routing policies on the inter-domain level. Metrics such as path diversity or policy-compliant path lengths and bandwidth are affected by such policies. *What is the effect of routing policy on path diversity on the AS level? How can we generalize the investigation of such effects for arbitrary networks and policies?* In this chapter, we introduce a general algorithmic framework for estimating the policy-compliant path diversity and bisection bandwidth of a network. In particular, we describe important use cases for policy-compliant min-cuts, including the use case of AS-level graph calculations used in the
context of Chapter 6, where the potential of overlay Internet graphs in terms of path diversity is evaluated. Afterwards, we give the idea and the algorithm for a custom graph transform to be used for calculating policy-compliant min-cuts on any network graph. The content is based on the parts that we contributed in our joint INFOCOM paper [144], together with Rowan Klöti, Dr. Bernhard Ager and Dr. Xenofontas Dimitropoulos.

5.1 Introduction

In this section, we first introduce the need for calculating metrics related to network resilience and availability on network graphs governed by policies in Section 5.1.1. We continue with a sketch of the use case of a RaaS contractor, operating on, e.g., a valley-free multi-domain network graph in Section 5.1.2. We end with the contributions of this chapter in Section 5.1.3, before giving its outline in Section 5.1.4.

5.1.1 Network Resilience and Availability Under Policies

Resilience is a desirable property for many networked systems and is often achieved through redundancy: when multiple paths exist between nodes, it is possible to route around a failed link. This resilience may be quantified in a graph-theoretic sense as the (edge-wise) path diversity. We thus adopt the following definition from related textbook literature.

Definition 1. The edge-wise path diversity between two vertices in a graph is the number of edge-disjoint paths connecting them.

The application of Menger’s theorem [17] for edges allows the path diversity between two vertices to be calculated as the minimum cut, using an algorithm such as Ford-Fulkerson, with each edge having a unitary capacity. By adding non-unitary edge capacities, we can also calculate the bisection bandwidth. This metric is useful, e.g., for data center routing to optimize performance and robustness, or for quantifying the advantages of multipath intra-domain (e.g., Equal Cost Multi Path-ECMP) or inter-domain routing protocols like MIRO [257] in terms of achievable throughput. We adopt the following definition of the bisection bandwidth from related textbook literature.
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Definition 2. The bisection bandwidth between two vertices in a network is the maximum achievable flow between them.

In practice though, networks do not permit all possible paths due to management policies. These can be the outcome of routing optimization techniques, security considerations or financial agreements [47]. For example, inter-domain paths in the Internet resemble a valley-free policy model [98], a simplified model of the business relationships between Autonomous Systems (AS). On the other hand, such policies substantially restrict which paths are permissible and constrain the effective path diversity. Thus, a rich—in terms of path choice—graph may not be fully utilized due to a restrictive policy (or set of policies) imposed over its paths. Therefore, calculating the policy-compliant path diversity and bisection bandwidth is desirable to answer questions such as: (i) how many valid edge-disjoint paths can exist between two nodes, or (ii) how much bandwidth\(^1\) can be utilized between these two nodes before the network is overloaded, subject to network-wide policies. The goal is to understand the effect of network policy on network resiliency, availability and achievable throughput.

5.1.2 RaaS Contractor: Working on a Policy-governed Multi-AS Graph

The platform of an inter-domain RaaS contractor, based on the architectural approach described in Chapter 3—and evaluated via emulation in Chapter 4 and simulation in Chapter 6—provides an ideal vantage point on (parts of) the inter-domain graph. The important point here is that this platform (or NOS or controller) which provides outsourced routing services has a (semi-)global view of the multi-AS graph. Therefore, we can use it for a number of logically centralized calculations pertaining, for example, to shortest path routing or the discovery of the available path diversity for multipath inter-domain routing and other network services.

We note though that the graph that the contractor sees is actually governed by the policies of the individual participants that it serves, e.g., based on valley-free policies and relationships between peers,

\(^1\)Policy-conformant bandwidth is always less or equal than the technically available bandwidth, due to the restraining effect of network policies.
customers and providers. The effect of routing policy on the properties of such (inter-)network graphs is not well understood; this knowledge is important for the correct operation of the RaaS contractor which combines the policy inputs from its clients. In this chapter, we thus develop an algorithm for transforming the policy-based graph in order to calculate policy-compliant min-cuts and estimate the available path diversity and bisection bandwidth within a policy regime. Classic off-the-shelf algorithms, such as Ford-Fulkerson for min-cuts or Dijkstra for shortest path routing, can run unmodified using the transformed graph and yield policy-compliant paths. Such algorithms can run on the RaaS platform on the (transformed) global view of the graph. The reader will see an example of policy-compliant path diversity calculations running on top of a simulated CXP platform in Section 6.3.5. These calculations will be used to estimate the potential of an Internet overlay graph, based on IXPs, in terms of path diversity. Here we explain how the general methodology works in detail and on which logical arguments it was based. The concrete contributions follow.

5.1.3 The Contributions of this Chapter

In this chapter, we introduce a general method for estimating the path diversity and bisection bandwidth of a network subject to policy constraints on the paths. We model the network topology as a directed graph with policy labels on the edges. We model network policies as regular expressions over these labels and require that all valid paths in the graph adhere to these regular expressions. Every regular language can be described by an automaton, specifically a Non-deterministic Finite state Automaton (NFA) [42]. This is a very important observation since policy-compliant NFAs, as visual graph objects, can be combined with a natural network graph to yield augmented graphs that encapsulate policies. In practice, using NFAs and the original graph, we develop a transformed graph that constrains paths to those accepted by the regular language. While path diversity calculations on the original graph under policies are hard, they become simple using general graph algorithms [89] on the transformed graph. For instance, classic graph algorithms can work on the transformed graph to find the policy-compliant max-flow or min-cut between two nodes as well as the paths achieving this flow. The price that is paid as a trade-off is that the graph needs to be augmented or extended to encapsulate the policies that govern it, with
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the algorithms being agnostic to the change. Moreover, optimizing
between constraining policies and the required resilience may be close
to impossible in a traditional distributed setup. The overall view of a
logically centralized RaaS contractor and the associated calculations
can help with tuning such trade-offs.

In particular, we will show how the transformed graph can be
used in order to obtain both upper and lower bounds on the path
diversity or bisection capacity of the original graph. If the NFA fulfills
certain criteria, the bounds are equal and therefore exactly the same
as the actual value, i.e., the path diversity or bisection bandwidth are
invariant under the transformation. Otherwise, we obtain upper and
lower approximations that encapsulate the actual min-cut within their
boundaries. The tightness of the boundaries depends on the complexity
of the state transitions of the NFA, as we will explain later. We also show
how constraints on traversed nodes may be imposed, including scenarios
where both the nodes and edges are subject to separate constraints.

5.1.4 Outline of this Chapter

The rest of this chapter is structured as follows. Section 5.2 presents inter-
esting use cases where path diversity and bisection bandwidth metrics—
i.e., min-cuts—under policy compliance are required. Section 5.3
describes the basic ideas and the graph transform process; Section 5.4
substantiates this process using formal mathematical formulation and
proving the needed claims. Moreover, Section 5.5 presents some proof-of-
concept insights yielded from the application of our algorithm on Internet
AS-level topologies, demonstrating our approach\(^2\). In Section 5.6 we
report on related work in the field of network resilience and policy-
compliant min-cuts. Finally, we conclude the chapter.

5.2 Use Cases for Policy-Compliant
Min-Cuts

Calculating the policy-compliant path diversity and bisection bandwidth
can be applied on a wide range of scenarios to quantify the resilience
and achievable throughput of a network, including intra-domain and

\(^2\)The source code can be found as part of the CXP repository [152].
inter-domain use cases. With our approach, the only requirement is that the network policy should be expressible with a regular expression; the form of the corresponding NFA dictates whether we can calculate the exact value or an approximation as we will describe in Section 5.4. Many network policies used in practice are expressible through regular expressions [227]. We identify the following use cases for policy-compliant min-cuts, with the ones pertaining to inter-domain networks being of greater interest to the RaaS approach described in Chapter 3.

### 5.2.1 Basic Use Case: Inter-Domain Routing

**Classic Valley-free Policies**

A basic use case is the calculation of the path diversity of a multi-domain network, i.e., an Internet-like setup, conforming to a simplified valley-free policy model [98]. Path diversity in this case may refer to the number of edge-disjoint paths between two ASes, where each edge connects two neighboring ASes together. Edges are labelled as *peer-to-peer* (p2p), *provider-to-customer* (p2c) or *customer-to-provider* (c2p) relationships. This topology and corresponding edge labels can be obtained from datasets like CAIDA [48, 50]. We note that, in reality, such links correspond to multiple network layer links and even more physical (e.g., optical fiber) links; the calculated path diversity is therefore a lower bound of the physical path diversity. We note that this tendency for underestimating the AS-level path diversity, due to the relationship-based “link” abstraction, has an unknown contradictory effect versus another limitation of the dataset; that is, certain seemingly edge-disjoint paths may in fact share optical fiber cables on layer 1 (e.g., transatlantic links). The mapping of the true AS-level Internet topology and the uncovering of these intricacies (for example, determining exactly the effect of this interplay) is out of the scope of this work. Nevertheless, despite its limitations, the use of the AS relationship dataset is valuable for demonstrating a direct feasible application of our algorithm that

---

3For example, the presence of a p2p relationship between two ASes implies that these ASes are connected at layer-3; this connection might in reality be multiple PoP-level connections that are hosted in public IXPs or private peering points. Also, it may correspond to a single or multiple redundant fiber cables; in any case the path diversity that is yielded based on the high-level relationship or layer-3 information is a lower bound of the underlying low-level diversity.
can be easily reproduced by other researchers (see application insights of Section 5.5).

In the valley-free model, the global inter-domain policy can be expressed with the following regular expression: $c2p^*p2p?p2c^*$. Paths can only go first uphill ($c2p$) and then downhill ($p2c$), while at most one $p2p$ link can connect an uphill with a downhill transition forming a “mountain” with a $p2p$ link on its “peak”. The peak may also be sharper, with a direct transition from uphill to downhill. We will revisit valley-free path diversity in Section 5.5, where we provide some high-level insights on results yielded on the AS-level path diversity using the CAIDA AS relationship dataset.

Beyond Classic Policies - Negative Waypoint Routing

Valley-free is a basic family of policies that approximates the current market relationships in the Internet. Ideally, we would like to examine additional routing policies on top of the classic ones, across domains. Examples are (i) waypoint routing, i.e., forcing the traffic to pass over certain waypoints before reaching its destination, and (ii) negative routing, i.e., forcing the traffic to avoid certain nodes or links in the network. Such policies further perplex path diversity calculations but are interesting for specific real-world scenarios and use cases.

Consider the following (slightly contrived) example which encapsulates waypoint and negative routing policies. We assume a valley-free Internet, in which each inter-AS edge is directed and is annotated with a tuple label: $(relationship\_type, next\_AS)$, where $relationship\_type$ is $p2p$, $p2c$ or $c2p$ and $next\_AS$ is the edge-terminating AS. A government organization in AS $A$ wants to send traffic to one of its embassies in AS $B$, located in another country. The traffic from $A$ to $B$ needs to pass over a special encryption middlebox; there are two clones of this middlebox in AS $\mathcal{W}_1$ and AS $\mathcal{W}_2$ for redundancy. The original traffic can pass through any AS before it reaches waypoint $\mathcal{W}_1$ or $\mathcal{W}_2$, except for AS $X$, which is governed by a rival administration. After either of the waypoints is traversed, traffic can go through any AS in the world—including $X$—until it reaches its destination $B$, where it is decrypted on the premises. This policy corresponds to a regular expression (omitted here for brevity) which can be mapped in turn to an NFA that accepts the expression, as depicted in Figure 5.1. The resulting policy-compliant NFA is then a composition of the valley-free and the negative waypoint routing NFAs.
In this particular case, the path diversity metric can help the traffic sender determine how many inter-domain links could be brought down until the organization-to-embassy communication is crippled, e.g., in the event of a cyber-war launched by the rival country. We view this as a “negative waypoint” inter-domain routing use case, since we aim at approximating the multitude of edge-disjoint paths that avoid a certain node or edge in the inter-AS graph and pass through certain waypoints. The problem cannot be solved by simply removing AS \( X \), pruning its corresponding edges and calculating the diversity on the pruned graph using the sender-waypoint and waypoint-receiver node pairs. As the policy dictates, AS \( X \) can be traversed after the traffic has been processed by either AS \( W_1 \) or AS \( W_2 \), but not sooner. The NFA encompasses both this stateful routing decision process and the underlying valley-free conditions, and allows us to encompass a complex policy in a simple graph object. Having such NFAs at hand, we will explain later how the policy-compliant diversity can be calculated.
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5.2.2 Other Use Cases: MPTCP and DDoS Attacks

MultiPath TCP (MPTCP)

MPTCP [121] is a proposed extension to TCP from the IETF [88], allowing TCP connections to use multiple paths to increase resource utilization, redundancy and availability. This is especially useful when multiple wireless channels with different properties are available, or for better utilizing dense data center topologies, to exploit the large bisection bandwidth offered. Consider the data center scenario, where the operator has full control over the endpoints and switches and can route subflows individually (intra-domain flow routing use case).

Here, the number of disjoint available paths that MPTCP can send traffic over is useful information for the MPTCP implementation. Path diversity calculations can yield an approximation of the maximal number of distinct flows that MPTCP can push in the network, without these flows contending with each other simultaneously for bandwidth. The approach for calculating the effective path diversity can take into account domain-specific policies which have been, e.g., expressed via Merlin [227]. In addition, it enables data center operators to compute the policy-compliant available bandwidth between two areas of a network. This can help to estimate the transmission time that a MPTCP bulk data transfer between two server clusters may require, or whether the network is utilized properly during the transfer.

DDoS Link-Flooding Attacks

Estimating the bisection bandwidth of a data center can lead to an approximation of the attack budget that a DDoS link-flooding attack against data center core links, such as Crossfire [136], may require. The recent attack against Spamhaus [205], reaching a cumulative bandwidth of 300 Gbps, indicates that such information is valuable both for the attacker and the defender.

On the one hand, the attacker tries to find weak links which he can deplete at minimal cost, isolating entire domains from the Internet [136] by crippling their upstream connectivity. On the other hand, the defender tries to increase the cost for the attacker via suitable network and traffic engineering [62]. Knowing how much bandwidth needs to
be depleted to cut off a network from the rest of the Internet can help an operator perform an informed risk assessment of a possible attack, while taking into account the routing policies imposed over the network.

This process can also be extended towards inter-domain defense mechanisms to fend off large-scale link-flooding attacks that deplete inter-AS core links, such as Coremelt [231]. For example, the networks under attack (being transit ISPs or enterprise networks) may collaborate with their upstream providers in order to perform an informed multi-AS risk assessment and countermeasure placement; for example, choosing together where to place more capacity based on their inter-domain routing policies. The algorithm that we propose is actually oblivious to the graph type that it operates on; the operators may choose to use low-level network graphs (switches, routers and layer-2/3 links) or work on high-level abstractions (ASes as nodes, inter-AS “links”). The proper abstraction is determined based on the nature of the use case (privacy preferences, issues with complexity, etc.).

5.3 Explanation of the Custom Graph Transform

First, we assume that we have a centralized entity at our disposal; this entity sees a network graph (e.g., nodes and links) and knows the policies that govern it. Using this information, it can perform path computations—such as min-cut calculations—related to the network, under policies. The abstraction of this operation (e.g., the graph abstraction) depends on the corresponding use case.

Our objective is to transform a directed labelled graph $G$ into another graph $G'$, such that: (i) only policy-compliant paths exist in $G'$, and (ii) the transformation does not distort the minimum cut. The minimum cut may represent either the bisection bandwidth or, by choosing unitary edge capacities, the path diversity (cf. Menger’s theorem [17]). We define a policy-compliant path as any path whose path string, i.e., the string resulting from concatenating the labels of the edges within the path, belongs to some regular language $L$. Here is how we accomplish this. Every regular language $L$ is represented by a finite state automaton $M$, and vice versa. Therefore, upon traversing an edge in the graph, we
need to accordingly change the state in the automaton, as if the edge label had been given to the automaton as an input.

The first idea is to use the tensor product of the graph $G$ and the policy-checking automaton $M$ (Figure 5.2 gives an example). From $M$ we define the transition graph $T$, which has a node set consisting of the states of $M$ and an edge set representing the permitted state transitions of $M$. The edges in $G$ and $T$ are labelled with policy-related symbols that result in the state transitions represented in $T$.

For each of these symbols $s \in \Sigma$, we form the subgraphs $G_s$ and $T_s$ consisting of all the edges labelled with $s$. We then form the tensor product of these subgraphs, which is defined as follows: if $v_1$ and $v_2$ are nodes in $G$ and $q_1$ and $q_2$ are nodes in $T$, then $G'$ contains the nodes $(v_1,q_1), (v_1,q_2), (v_2,q_1)$ and $(v_2,q_2)$. Likewise, if there is an edge $(v_1,v_2)$ in the subgraph $G_s$ and an edge $(q_1,q_2)$ in the subgraph $T_s$, then the tensor product contains the edge $((v_1,q_1),(v_2,q_2))$. The union of all of these tensor products is the transformed graph $G'$. This allows us to move both between the nodes $v_1$ and $v_2$ in $G$ and the nodes $q_1$ and $q_2$ in $T$ (and therefore the states $q_1$ and $q_2$ in $M$) at the “same time”. We note that we define $M$ to be a Non-deterministic Finite
state Automaton (NFA) because an NFA is typically smaller than a corresponding Deterministic Finite state Automaton (DFA).

This transform—based on the tensor product—gives us part of the solution, but it does not guarantee that the minimum cut calculated over $G'$ represents accurately the corresponding minimum cut of $G$. A single edge in the original graph $G$ may be mapped to a set of parallel edges in the transformed graph $G'$. To demonstrate this, consider the possibility of a transition from one state $\{q_1\}$ to two states $\{q_2, q_3\}$ over an edge $(v_1, v_2)$. This will be mapped to two edges in $G'$: $((v_1, q_1), (v_2, q_2))$ and $((v_1, q_1), (v_2, q_3))$, even though there is just one edge in $G$. Apparently, this constitutes an inflation of the minimum cut.

Therefore, the second idea is to force the transform to maintain the minimum cut. This may not always be possible, as we will explain later. If it is not, the result is still an approximation of the minimum cut, for which we will give lower and upper bounds in Section 5.4.4. The core idea is to add aggregator states to the NFA and consequently to $G'$ so that the min-cut paths between two nodes must traverse at most the same number of parallel edges as in $G$, which limits the minimum cut in $G'$ to the same value as in $G$.

To preserve the structure of the NFA—and thus the policy it describes—we utilize $\varepsilon$-transitions. $\varepsilon$-transitions can be thought of as “free” transitions: they do not consume a symbol during traversal. In our case, this means that we do not need to traverse an edge between nodes in $G$ in order to traverse an $\varepsilon$-transition.

Thus where there is a chance of the min-cut being inflated, we add an aggregator node (for each edge label) and use $\varepsilon$-transitions to “channel” all of the paths through this node. Each node in $G$ has corresponding aggregator nodes in $G'$ as needed and where it is applicable; the goal is to avoid unnecessary inflations of the min-cut.

There are several possible cases for the to-be-aggregated transitions: (i) from a single state to another single state (one-to-one), (ii) from a single state to multiple states (one-to-many), (iii) from multiple states to a single state (many-to-one), or (iv) from multiple states to multiple states (many-to-many). In the first case, the min-cut is

---

4While a DFA may be constructed from any NFA by power-set construction, it has the same expressive power as the corresponding NFA, but potentially exponentially more states. Also, it is not compatible with the NFA concept of $\varepsilon$-transitions, which we will heavily use later.
5.3 Explanation of the Custom Graph Transform
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Figure 5.3: The use of aggregation nodes (represented with circles) for a one-to-many state mapping. The two blue dashed transitions of the NFA are aggregated using one aggregation node. $\varepsilon$-transitions are represented by black dotted dashed lines. All NFA states—except for the aggregator states—are assumed to be terminating.

always invariant; no inflation can occur. The latter cases are depicted in Figure 5.3, Figure 5.4, and Figure 5.5, respectively. In the one-to-many and many-to-one cases the addition of aggregation nodes leads to the correct min-cut value, while the many-to-many case requires careful consideration, for the following reasons.

In the latter case, we can only maintain the accurate min-cut using aggregation states if the set of state transitions can be expressed as the Cartesian product of two subsets of the set of state nodes. This results in complete bipartite subgraphs on the transformed graph $G'$ with aggregatable transitions, as shown in Figure 5.5. Therefore, if this is not the case, we need to break the transition down to $n$ disjoint state transition sets of the cases (i) to (iv) and perform the transform for each one of them; each set introduces one (1-to-1, 1-to-N, N-to-1) or two (M-to-N) extra aggregator states. We analyze the nature and complexity of this process in detail in Section 5.4.5.
Figure 5.4: The use of aggregation nodes (represented with circles) for a \textit{many-to-one} state mapping. The two red dotted transitions of the NFA are aggregated using one aggregation node. $\varepsilon$-transitions are represented by black dotted dashed lines. All NFA states—except for the aggregator states—are assumed to be terminating.

Furthermore, regarding edge capacities we provide different values to yield upper and lower bounds on the min-cut, as we will show later. To calculate the min-cut bounds with conventional algorithms, we need to have a single terminating node in $G'$, which implies a single terminating state in $M$. If we have more than one terminating state, then prior to proceeding we need to create a virtual terminating state and copy all of the transitions to the previous terminating states to the new one.

Finally, if we want to consider constraints on nodes as well as edges, we can split the nodes under consideration in two halves as follows: all of the incoming edges connect to one half and all of the outgoing edges connect to the other. We then add a labelled edge between those halves, allowing the edge to represent the node and encompass its constraints.
5.4 The Math behind the Transformation Algorithm

Here we present the required definitions, algorithmic steps, proofs of correctness, and complexity of the proposed algorithm.

5.4.1 Notation and Definitions

For the rest of this chapter, we will use the following mathematical notation and definitions:

Figure 5.5: The use of aggregation nodes (represented with circles) for a many-to-many state mapping. The four green transitions of the NFA are aggregated using two aggregation nodes. ε-transitions are represented by black dotted dashed lines. All NFA states—except for the aggregator states—are assumed to be terminating. Note that in this example the NFA graph T is mapped to a complete bipartite graph on the transformed graph $G'$. 
• $G = (V, E)$ is a labelled directed graph with nodes $V$, edges $E$, a labelling function $l : E \rightarrow \Sigma$ that maps edges in $E$ to corresponding labels in $\Sigma$, and a capacity function $c : E \rightarrow \mathbb{R}^+$ that maps edges to edge capacities. For path diversity calculations, we choose $c(e) = 1$ for all $e \in E$, in contrast to bisection bandwidth calculations.

• $L \subseteq \Sigma^*$ is a regular language. We require that for any path $(e_1, \ldots, e_n)$ in $G$, the corresponding path string $l(e_1)\ldots l(e_n)$ formed by the edge labels be in $L$.

• $M = (Q, \Sigma, \Delta, q_0, F)$ is a NFA with states $Q$, input symbols $\Sigma$, state transitions $\Delta \subseteq Q \times \Sigma \times Q$, terminating states $F \subseteq Q$ and a starting state $q_0 \in Q$. $M$ accepts $L$. $\varepsilon$-transitions are allowed with $\varepsilon \in \Sigma$.

• $T = (Q, \Delta)$ is the directed graph derived from $M$.

• $G' = (V', E')$ is the final transformed graph: its formation is such that the policy constraints are met and the minimum cut is not inflated, if possible.

5.4.2 Single Virtual Termination States

In order to have a single terminating node in $G'$ for use with Ford-Fulkerson (or any other flow algorithm), the set of terminating states $F$ in $M$ must be no larger than one. If $|F| > 1$, we add a new termination state $q^*$. A state transition to $q^*$ is added from every other state which previously had a transition to a terminating state, and $F$ is updated accordingly as follows:

\[
Q := Q \cup \{q^*\} \quad \text{(5.1)}
\]
\[
\Delta := \Delta \cup \{(q', s, q^*) \mid (q', s, q) \in \Delta \wedge q \in F\} \quad \text{(5.2)}
\]
\[
F := \{q^*\} \quad \text{(5.3)}
\]

5.4.3 Tensor Product Transform: Steps

The algorithm comprises of the following steps:

1. We form subgraphs $G_s \subseteq G$ consisting of all the edges labelled with $s \in \Sigma$:  

\[
G_s := (V, E_s) \quad \text{(5.4)}
\]

\[
E_s := \{(v_1, v_2) \mid (v_1, v_2) \in E \wedge l((v_1, v_2)) = s\} \quad \text{(5.5)}
\]
2. We form subgraphs $T_s \subseteq T$ of all the state transitions for an input symbol $s \in \Sigma$

\[ T_s := (Q, \Delta_s) \]  
\[ \Delta_s := \{(q_1, q_2) \mid (q_1, s', q_2) \in \Delta \land s' = s\} \]

3. We augment $\Delta_s$ with aggregator states, if necessary.

(i) We require that $\Delta_s$ has the form $Q'_s \times Q''_s$ with $Q'_s \subseteq Q$ and $Q''_s \subseteq Q$.

(ii) If this is not the case, we decompose $\Delta_s$ into $n_s$ disjoint sets $\Delta_{s,k}$ such that each subset has the form $Q'_{s,k} \times Q''_{s,k}$ and repeat the following for every $k$:

(a) We add a new aggregator state $q'_s$ if $|Q'_s| > 1$ and $q''_s$ if $|Q''_s| > 1$:

\[ Q := \begin{cases} Q & |Q'_s| = 1 \\ Q \cup \{q'_s\} & |Q'_s| > 1 \end{cases} \]

\[ Q := \begin{cases} Q & |Q''_s| = 1 \\ Q \cup \{q''_s\} & |Q''_s| > 1 \end{cases} \]

(b) If we added a $q'_s$ in the previous step, we connect the preceding states to it with an $\varepsilon$-edge. Likewise for $q''_s$ and succeeding states:

\[ \Delta_\varepsilon := \begin{cases} \Delta_\varepsilon \cup (Q'_s \times \{q'_s\}) & |Q'_s| > 1 \\ \Delta_\varepsilon \cup \{q'_s\} & |Q'_s| > 1 \end{cases} \]

\[ \Delta_\varepsilon := \begin{cases} \Delta_\varepsilon \cup (\{q''_s\} \times Q''_s) & |Q''_s| > 1 \\ \Delta_\varepsilon \cup \{q''_s\} & |Q''_s| > 1 \end{cases} \]

(c) Finally, we connect states $q'_s$ and $q''_s$ with the aggregated state transition edge. If we did not use aggregating nodes on either side because there was only one state in $Q'_s$ or $Q''_s$, we use that single state instead:

\[ Q'_s := \begin{cases} Q'_s \cup \{q'_s\} & |Q'_s| = 1 \\ \{q'_s\} & |Q'_s| > 1 \end{cases} \]

\[ Q''_s := \begin{cases} Q''_s \cup \{q''_s\} & |Q''_s| = 1 \\ \{q''_s\} & |Q''_s| > 1 \end{cases} \]

\[ \Delta_s = Q'_s \times Q''_s \]
4. For each pair of $G_s$ and $T_s$ that we derived in the previous steps, we calculate the tensor product $G'_s = G_s \times T_s$. The nodes of $G'_s$ are given by:

$$V' := V \times Q$$

(5.15)

The edges of $G'_s$ are given by:

$$E'_s := \{((v_1,q_1),(v_2,q_2)) \mid (v_1,v_2) \in E_s \land (q_1,q_2) \in \Delta_s\}$$

(5.16)

Furthermore, $\varepsilon$-transitions are mapped to edges in $G'$ that are effectively located within a single node in $G$:

$$E'_\varepsilon := \{((v,q_1),(v,q_2)) \mid v \in V \land (q_1,q_2) \in \Delta_\varepsilon\}$$

(5.17)

5. $G'$ is the union of $G'_s$ for each $s \in \Sigma$ (including $\varepsilon$):

$$G' := \bigcup_{s \in \Sigma} G'_s = (V', \bigcup_{s \in \Sigma} E'_s)$$

(5.18)

6. For the edge capacities $c' : E' \rightarrow \mathbb{R}^+$ in $G'$, we have different values for the upper and lower bound of the minimum cut. (5.19) and (5.20) give the capacities $c'_{upper}$ and $c'_{lower}$ for the upper and lower bounds of the minimum cut, respectively.

$$c'_{upper}(((v_1,q_1),(v_2,q_2))) = \begin{cases} c(v_1,v_2) & v_1 \neq v_2 \\ \infty & v_1 = v_2 \end{cases}$$

(5.19)

$$c'_{lower}(((v_1,q_1),(v_2,q_2))) = \begin{cases} \frac{c(v_1,v_2)}{n_s} & v_1 \neq v_2 \\ \infty & v_1 = v_2 \end{cases}$$

(5.20)

Where $s = l((v_1,v_2))$ and $n_s$ is the number of disjoint sets $\Delta_{s,k}$ that $\Delta_s$ is decomposed into in step 3.

5.4.4 Correctness and Min-cut Bounds

We next prove that the transformed graph contains only valid policy-compliant paths (cf. claims 1 and 2), that capacities $c'_{lower}$ and $c'_{upper}$ yield lower and upper bounds of the min-cut (cf. claims 3 and 4), respectively, and that we obtain an exact value for the policy-compliant min-cut as long as certain conditions hold, pertaining to the form of the NFA (cf. claim 5).
Claim 1. Given a path $P$ in $G$, if the string formed by the concatenation of the edge labels of $P$ is not in $L$, then no corresponding path $P'$ exists in $G'$.

Proof. The edge labels of $P$ form a string. This string contains at least one edge $e$ with a label $s \in \Sigma$ which results in the string no longer being in $L$. This implies that there is no outgoing state transition from the preceding state to any other state in the NFA. The tensor product of the NFA with the edge $e$ is thus empty. Therefore, there is no edge to the next node mapped from $P$ and no $P'$ can be formed in $G'$.

Claim 2. If a path $P$ exists in $G$ and the string formed by the concatenation of the edge labels of $P$ is in $L$, then there exists a corresponding path $P'$ in $G'$.

Proof. If the edge labels traversed by $P$ form a string in $L$, then that string represents a sequence of valid state transitions in NFA $M$ (respectively the NFA graph $T$) from the starting to a terminating state. The tensor product for each $s \in \Sigma$ gives us a connection between two nodes if the edge corresponds to a valid state transition in $M$. As the string is in $L$, we know that all of the edge transitions are valid and therefore that all of the nodes mapped from $P$ to $P'$ are connected. Thus a valid path $P'$ can be formed in $G'$.

Claim 3. Let $v_1$ and $v_n$ be nodes in $G$. Let $q_0$ and $q_t$ be the starting and terminating states in the NFA. Let the edge capacities of $G'$ be $c'_{\text{lower}}$ of (5.19). Then the minimum cut between $(v_1,q_0)$ and $(v_n,q_t)$ in $G'$ is less than or equal to the minimum cut between $v_1$ and $v_n$ in $G$, taking into consideration only those paths whose edge labels form strings in $L$.

Proof. From Claim 1 and Claim 2 we have that any path in $G'$ corresponds to a valid path in $G$, and vice versa. For each pair of adjacent nodes $v_k$ and $v_{k+1}$ in the path in $G$ we have the capacity $c((v_k,v_{k+1}))$ for the edge that connects them. The edge $(v_k,v_{k+1})$ is mapped to $n_s$ edges in $G'$, each having a capacity of $\frac{c((v_k,v_{k+1}))}{n_s}$, where $n_s$ is the number of disjoint sets $\Delta_{s,k}$ that $\Delta_s$ is decomposed into in step 3. All of these $n_s$ mapped edges in $G'$ therefore have a cumulative capacity of $c((v_k,v_{k+1}))$, the same as between the pair of nodes in $G$ that they were mapped from. Hence the minimum cut between each pair of nodes in the path in $G'$ is at most as large as that in $G$, while it may also be
smaller due to the $\Delta_s$ decomposition. By induction, this applies to the path as a whole, and by generalization to all paths in $G'$. Therefore, the minimum cut will not be overestimated and the calculated value in $G'$ is a lower bound of the actual min-cut in $G$.

**Claim 4.** Let $v_1$ and $v_n$ be nodes in $G$. Let $q_0$ and $q_t$ be the starting and terminating states in the NFA. Let the edge capacities of $G'$ be $c'_{\text{upper}}$ of (5.20). Then the minimum cut between $(v_1, q_0)$ and $(v_n, q_t)$ in $G'$ is greater than or equal to the minimum cut between $v_1$ and $v_n$ in $G$, taking into consideration only those paths whose edge labels form strings in $L$.

**Proof.** From Claim 1 and Claim 2 we have that any path in $G'$ corresponds to a valid path in $G$, and vice versa. For each pair of adjacent nodes $v_k$ and $v_{k+1}$ in the path in $G$ we have the capacity $c((v_k, v_{k+1}))$ for the edge that connects them. The edge $(v_k, v_{k+1})$ is mapped to $n_s$ edges in $G'$ which all have the capacity $c((v_k, v_{k+1}))$, where $n_s$ is the number of disjoint sets $\Delta_s, k$ that $\Delta_s$ is decomposed into in step 3. Hence the capacity of an edge $e$ in $G$ and of any edge $e'$ in $G'$ that $e$ is mapped to is the same. All valid paths in $G'$ therefore have at least the same minimum cut as the ones in $G$ from which they are mapped, while there may be several corresponding parallel paths in $G'$ due to the $\Delta_s$ decomposition. Therefore, the minimum cut will not be underestimated and the calculated value in $G'$ is an upper bound of the actual min-cut in $G$. □

**Claim 5.** The lower bound of claim 3 and the upper bound of claim 4 coincide and the min-cut calculation is exact if the following condition holds:

$$\forall s \in \Sigma : \exists Q'_s, Q''_s \subseteq Q : \Delta_s = Q'_s \times Q''_s$$

(5.21)

**Proof.** If (5.21) is true, then $n_s$ is equal to one for every $s \in \Sigma$. Accordingly, $c'_{\text{lower}}(e) = c'_{\text{upper}}(e)$ for every $e \in E'$. This means that the lower and upper bounds of the minimum cut are equal. Since the actual min-cut lies between these values, it must therefore be equal to the lower and upper bounds and the calculation is exact. □

### 5.4.5 The Maximal Biclique Generation Problem

The number of disjoint sets $\Delta_{s,k}$ that $\Delta_s$ is decomposed into in step 3 of the graph transform (cf. Section 5.4.3) determines how far off the lower
and upper min-cut bounds are from the actual value in the worst case. Each $\Delta_{s,k} = Q'_{s,k} \times Q''_{s,k}$ should be expressed as the Cartesian product of two subsets of the state node set $Q$. The tensor product of each $\Delta_{s,k}$ with a link $(v_i, v_j) \in E_s$ is equivalent to a *biclique* in the transformed graph, i.e., a complete bipartite graph.

This process can be thus reduced to finding the minimal number of complete bipartite graphs—or bicliques—that cover the transformed subgraph corresponding to the initial labelled link $(v_i, v_j)$. The found bicliques can then be used inversely to determine the $k \Delta_{s,k}$ sets, i.e., to determine the Cartesian product decompositions of the NFA state transitions (each associated with a symbol $s$). This observation helps to estimate the complexity of the decomposition problem, though a complete formal analysis is outside the scope of this work.

Finding maximal bicliques is generally NP-Complete [200], and we refer the reader to existing literature for proposed solutions [35, 137]. If looser bounds are acceptable, a heuristic solution could be used. We typically only need to decompose small subgraphs corresponding to simple NFAs and this only needs to be performed once per $\Delta_s$—i.e., per symbol—when transforming the graph. The time costs are significant only in cases where the NFA contains very large and complicated transitions. For many common scenarios, including 1-to-1, 1-to-N, N-to-1, and M-to-N, the decomposition is trivial (see Figure 5.2 to Figure 5.5). For example, the transitions of valley-free and extended valley-free with multiple p2p links (cf. Chapter 6) fall in the latter category.

### 5.4.6 Algorithmic Complexity

Next, we consider the spatial and temporal complexity of the proposed algorithm, according to the steps presented in Section 5.4.3.

**Spatial Complexity**

Here we consider the space complexity, which depends on the number of nodes and edges in graph $G$ and the number of states and transitions in NFA $M$. There are $|Q|$ states in the NFA. We may need to add $O(|\Delta|)$ states for aggregation (at most one per transition). Therefore, applying
the tensor product and taking into account the aggregation states gives us a total node complexity of:

$$|V'| = O(|V|(|Q| + |\Delta|))$$  \hspace{1cm} (5.22)

Typically, one edge in $G$ will be mapped to one edge in $G'$, plus some $\epsilon$-edges. In the worst case, we may need $O(|\Delta|)$ edges to map between two nodes (if many need to be decomposed into disjoint subsets in step 3). We may also need $O(|\Delta|)$ $\epsilon$-edges for each node, yielding a total edge complexity of:

$$|E'| = O(|\Delta|(|V| + |E|))$$  \hspace{1cm} (5.23)

**Temporal Complexity**

To obtain $G_s$, executing (5.5) requires $\Theta(|E|)$ steps (the nodes are maintained), while obtaining the $T_s$ requires executing (5.7), requiring $\Theta(|\Delta|)$ steps. Step 3 will be executed in the worst case $n_s$ times, where $n_s$ is the number of disjoint transition sets that $\Delta_s$ may be broken into, which cannot be larger than $|\Delta|$. Additionally, it demands $t_{dec}$ time, which is the amount of time required to actually decompose state transitions in $M$. The latter depends on $\Delta$, and may be of non-deterministic polynomial complexity. However, $t_{dec}$ is generally negligible in practice for many common scenarios (i.e., $|V| >> |Q|$ and $|E| >> |\Delta|$). 3a and 3c require only constant time, since they add a single object to a set. 3b requires $O(|Q|)$ steps, giving us $O(|Q||\Delta|)$ total time for step 3. For step 4, we have $O(|V||Q|)$ for executing (5.15), $O(|E||\Delta|)$ for executing (5.16) and $O(|V||\Delta|)$ for executing (5.17). Finally, (5.18) requires $O((|V| + |E|)|\Delta|)$ steps. Thus, the total time complexity is:

$$t = O(|V||Q| + |\Delta|(|V| + |E| + |Q|)) + t_{dec}$$  \hspace{1cm} (5.24)

In practice, the total running time is dominated by the min-cut calculation on the transformed graph—e.g., via Ford-Fulkerson or Edmonds-Karp—rather than by the graph transformation process itself. The spatial complexity of the transformed graph in terms of the sizes $|V'|$ and $|E'|$ is the most important factor for the min-cut run-time. We demonstrate this observation in the following section.
Back-of-the-Envelope Calculation: Complexity of Transform on AS-level Internet

According to Willinger et al. [251] “today’s AS-level Internet is made up of some 30,000-40,000 actively routed ASes and an order of magnitude more links”. Therefore, let us perform a back-of-the-envelope calculation of the complexity of the graph transform applied on a simulated AS-level topology. We assume for simplicity the valley-free NFA of Section 5.2, with $|Q| = 2 = c_q$ (constant) and $|\Delta| = 3 = c_d$ (constant). In the following notation, we will use the form $c_{\text{var}X}$ to denote a constant related to a variable $\text{var}X$ (we will use an abbreviated form of the variable’s name for brevity). We make the following observations regarding the associated algorithmic complexity.

The original spatial complexity is equal to:

$|V| = c_v \cdot 10,000 = c_v \cdot 10^4$ nodes, where $c_v$ is a constant, and
$|E| = c_e \cdot 100,000 = c_e \cdot 10^5$ edges, where $c_e$ is a constant.

The spatial complexity of the transformed graph is equal to:

$|V'| = O(|V|(|Q| + |\Delta|)) \Rightarrow |V'| = c_v \cdot (c_q + c_d) \cdot 10,000 = c_v' \cdot 10^4$ nodes,
$|E'| = O(|\Delta|(|V| + |E|)) \Rightarrow |E'| = c_d \cdot (c_v + c_e) \cdot 100,000 = c_e' \cdot 10^5$ edges.

The graph we need to process contains thus some 10s of 1000s of nodes and 100s of 1000s of edges. If we assume 32 bits=4 bytes per node (for its ID), and 3*32 bits=12 bytes per edge (source node ID, destination node ID and edge ID in case of multigraphs), we need in total: $c_v \cdot 10^4 \cdot 4 + c_e \cdot 10^5 \cdot 12 \approx c_b \cdot 10^6$ bytes, or otherwise some Mbytes for storage. Even with an increase of one order of magnitude in the NFA number of states $|Q|$ in parallel with an analogous increase in the complexity of the NFA transitions $|\Delta|$, such a graph may be stored efficiently in any modern computer system since a Gbyte-RAM is apparently not the limiting factor.

The temporal complexity of the transform equals to:

$t_{\text{trans}} = O(|V||Q| + |\Delta|(|V| + |E| + |Q|)) \Rightarrow$
$t_{\text{trans}} \approx c_{\text{trans}} \cdot 100,000 \approx c_{\text{trans}} \cdot 10^5$ time units.

Let us now focus on the spatial complexity in order to estimate the time $t_{EK}$ that Edmonds-Karp would require for a single-pair path

---

5. This assumes an optimized implementation for storing the graphs; in the case of the Python-based NetworkX library for example, the memory requirements may be one or two orders of magnitude larger due to the use of Python `dict` structures, but still acceptable for modern computer systems.

6. Ignoring $t_{\text{dec}}$ if we assume exact-form NFAs, such as the valley-free one.
diversity estimation on the transformed graph, and whether this time actually prevails against the pure graph transform time $t_{\text{trans}}$. We find that: $t_{EK} = O(|V'||E'|^2) \Rightarrow t_{EK} \approx c_{EK} \cdot 10^{14}$ time units, with $t_{EK} >> t_{\text{trans}}$. Assuming an optimized implementation of the algorithm, and a single CPU core with a frequency of $c_f \cdot 10^9$ Hz, each CPU time unit corresponds to about $1/c_f$ nsec. Assuming that a unit computation of the Edmonds-Karp implementation takes $c_{cpu}$ cycles, we need about $c_{EK} \cdot (c_{cpu}/c_f) \cdot 10^5 = c_{EK,\text{tot}} \cdot 10^5$ sec in total for running Edmonds-Karp in order to calculate the path diversity between a single pair of AS nodes on the transformed graph of the AS-level Internet. That is about 30 hours, i.e., approximately a day.

We observe that the latter time is quite large for a single pair-wise calculation, making for example an all-to-all calculation between all node pairs infeasible. To deal with this problem, we can first take the non-transit stub ASes out of the calculation, since they do not contribute to the max-flow/min-cut paths as non-transit nodes. These ASes are still used as endpoints for the min-cut calculations but do not contribute to any flow as intermediate nodes. This reduces the node set to less than 20% of its initial size, reducing the node complexity by one order of magnitude to approximately $c_v \cdot 10^3$ nodes. This brings $t_{EK}$ down to a value of $c_{EK} \cdot 10^{13}$ time units, requiring $c_{EK,\text{tot}} \cdot 10^4$ sec in total for running Edmonds-Karp per AS pair, i.e., approximately 3 hours. The complexity of the edge set does not change due to the nature of the stub AS connectivity; i.e., they are the contributors of a negligible percentage of the total edges, thus we cannot exploit any quadratic reductions at $O(|V'||E'|^2)$.

In order to deal with the all-to-all calculation, we can next perform a random selection of AS pairs and run the calculations on the sampled set. For example, in all our experiments we chose 10K pairs of ASes uniformly at random, and observed that a sample of this magnitude is quite representative of the actual behavior of the full graph. 10K pair-wise path diversity calculations require almost $10^4 \times 10^4 \approx 10^8$ sec, i.e., approximately 3 years; this is still a prohibitive duration.

Therefore, as our final optimization, we distributed the pair-wise calculations in multiple 100s of cores using our institute’s server cluster. This is feasible since each calculation is an independent operation that can be conducted in parallel with others. The parallelization brought the total time for the 10K pair estimation to a manageable period of
about 11 days, close to 1.5 weeks. We note that this time may be more elevated than the ideal one due to the use of Python and the corresponding graph management libraries. Moreover, if we use one order of magnitude more complex NFAs, the time needed is elevated in an analogous manner and more optimizations may be required to perform the calculations within a reasonable time frame. Scaling down the number of edges, besides the number of nodes, may bring the most notable reductions due to the 2-exponent in the Edmonds-Karp temporal complexity \( t_{EK} = O(|V'||E'|^2) \).

Furthermore, we note that a pure version of Ford-Fulkerson may also be used in order to calculate the maximum flow and the minimum cut, with the promise of faster calculations. In fact, when the capacities are integers, the run-time of Ford-Fulkerson is bounded by \( t_{FF} = O(|E'|f) \), where \( |E'| \) is the number of edges in the augmented graph and \( f \) is the maximum flow in the graph. However, this bound is dependent on the maximum flow that can be achieved between the candidate pair of nodes used for the calculation. Therefore, modern graph libraries such as NetworkX \([190]\) use in practice the Edmonds-Karp algorithm, as a variation of the Ford-Fulkerson algorithm with guaranteed termination and a run-time independent of the maximum flow. Our analysis thus focused on this version that we also applied in this chapter and the investigation of the potential of CXPs (cf. Chapter 6).

### 5.5 Proof-of-Concept Application and Insights

Our algorithm can be used in different application contexts (cf. Section 5.2). One of these applications is the calculation of the policy-compliant inter-domain path diversity. In this context, we refer the reader to the application section of our associated INFOCOM paper \([144]\), using the CAIDA AS relationship datasets \([48]\) in order to estimate lower bounds on the physical inter-domain path diversity. Due to the form of the NFAs that were used in all cases, the results of the paper are exact and not simple approximations. We warrant though caution regarding the limitations of this dataset, as described in Section 5.2.1. In the following, we provide a summary of the high-level insights that were gained from a demonstration of this application in
First, we observed sizable customer cones\(^7\) for the tier one ISPs, in the order of some 1000s of ASes. This observation, combined with the lack of diversity between those customer cones—due to valley-free policies that restrict route choice—leads to the following conclusion: any tier one depeering, i.e., a voluntary or accidental interruption of their peering relationship and connectivity, has the potential to cause major disruption for the direct customers. This is known to have occurred already \([41, 240]\). For large tier two ISPs, due to the rich peer-to-peer interconnectivity resulting in large path diversity, such depeerings seem not to be harmful. Actually, we have seen that the limiting factor for path diversity is often the number of peering and provider connections that the ISP itself maintains, rather than the Internet topology at large; this points to a densely connected Internet \([71, 161]\). An ISP which wishes to improve its connectivity can therefore either establish a business relationship with another upper tier ISP, or expand its peering. Many evidently choose the latter \([57]\), with the proliferation of public IXPs \([79]\) and open policy environments (see later paragraphs) lowering the barriers to entry for establishing new peering relationships.

Second, adding extra peering links—extracted from IXP peering datasets—makes little difference to the diversity of the valley-free scenario. More liberal scenarios, such as allowing the traversal of multiple peering links, instead of at most one, result in a considerably larger path diversity and profit a little more from the extra peering links.

Third, the peering policy of the ISPs (\textit{Open, Selective or Restrictive}) matters. We observed that especially \textit{Open} peering links increase the mean path diversity by about 10%. This is not surprising given that: (i) these are the most numerous, and (ii) the most likely to be missed by BGP route collectors—relationships between the largest ISPs are most likely to be faithfully represented in the AS relationship dataset. \textit{Restrictive} and \textit{Selective} links—between IXP members with the same respective policy—have smaller impact on path diversity.

---

\(^7\)A customer cone is defined as the set of ASes that an AS—in this case a tier one ISP—can reach using customer links.
Fourth, depeering events involving tier-1 ISPs can cause an approximately 10% decrease in path diversity. On the one hand, if we allow the traversal of multiple peering links (see CXP model at Chapter 6), the addition of extra peering links boosts path diversity by about 20%. On the other hand, the valley-free model does not benefit at all from the addition of extra peering links. Furthermore, for the multiple peering link model we did not observe a significant drop in path diversity due to the depeering. Allowing multiple peering links can therefore potentially increase resilience in the face of a depeering. This lies in accordance with the insights of other researchers studying the relaxation of peering policies, e.g., on IXPs, such as Hu et al. [123].

We note that this approach was also successfully used in Chapter 6 in the context of generalized policies over IXP-based overlay graphs, as we will show in Section 6.3.5.

5.6 Comparison with Related Work

In this section, we compare our algorithmic approach to related work in the field of tensor products (cf. Section 5.6.1), network resilience (cf. Section 5.6.2) and policy-compliant min-cuts (cf. Section 5.6.3). We further introduce algorithmic extensions pertaining to shortest path calculations by generalizing related work efforts (cf. Section 5.6.4). Generally, the main contribution and point of differentiation of our work is the graph transformation algorithm as a simple approach having multiple potential applications and use case contexts.

5.6.1 Tensor Products

Soulé et al. [227] use a similar process to the one presented in this work in the context of network management. Their goal is to enforce bandwidth allocation policies subject to path constraints represented by regular expressions and consequently by DFAs/NFAs. They use tensor products in a different context than our approach, since we focus on path diversity and the implications arising in its preservation across transformations. In particular, we further propose the addition of aggregator nodes, acting as inhibitors to min-cut inflation.
5.6.2 Network Resilience

Previous research on resilient networks [55, 60] considers the network as a set of nodes and links, annotated with geographical properties. Consequently, researchers can calculate min-cuts, path distances or shared fate link groups [256] that are affected in a correlated fashion during a disaster. In reality, networks are run as policy-compliant administrative domains [47]. Therefore, the choice of paths that traffic can traverse is constrained in practice. The stricter—i.e., more limiting—the policy, the less maneuverability is available to the routing protocol in terms of discovering and using valid backup paths [226]. The view of the network as a geographical map cannot capture this behavior. Thus, we argue that network resilience [252] should also be estimated within a policy-compliance regime besides a location-based framework. Our approach enables exactly that, allowing to run vanilla min-cut calculation algorithms like Ford-Fulkerson on the transformed graph, with tight min-cut approximations under certain conditions related to the form of the policy-dictating NFA.

5.6.3 Min-cuts with Policies

Sobrinho et al. [226] describe a model for understanding the connectivity provided by route-vector protocols in the face of routing policies. Erlebach et al. [77] study valid s-t-paths and s-t-cuts in the valley-free model and prove on the one hand the NP-hardness of the vertex-disjoint min-cut problem. On the other hand, they prove that the edge-disjoint version can be solved in polynomial time for valley-free policies; we have verified this statement also in our framework. Both works focus on specific aspects of the general problem (route-vector protocols and valley-free policies respectively), while we are delving into a more general methodology for min-cut estimations. Sobrinho et al. [226] examine the dynamics of a routing protocol with their work, while we focus on a general method to understand the effect of stable network policies on path diversity, ignoring for example the dynamics of routing convergence. For the latter, we refer the reader to our BGP-related work in Chapter 4.

---

8 We have verified the last statement since the valley-free NFA can be mapped to a complete bipartite graph on $G'_{F}$; this leads to exact estimations of the policy-compliant min-cut in polynomial time (cf. Section 5.4.6), since the biclique decomposition in this case is trivial (cf. Section 5.4.5).
Teixeira et al. [236] study vertex- and edge-disjoint paths in undirected Internet topology models, but without taking routing policies into account for their investigation.

5.6.4 Extensions for Shortest Path Calculations

The graph transformation algorithm can be seen as a generalization of the special transformation used by Bauer et al. [27] for the calculation of valley-free shortest paths. We note though that our main contribution is the addition of aggregator nodes for yielding the correct values of the min-cut; extensions to shortest path calculations is just an additional benefit that we can exploit. In practice, our algorithm can be used for finding policy-compliant shortest paths as follows.

1. Extend the attributes of the edges $E$, by adding a delay function $d : E \rightarrow \mathbb{R}^+$ that maps edges to edge delays/latencies.

2. Perform all the remaining steps of the graph transform (cf. Section 5.4.3) without any changes; this will yield the transformed graph $G'$, with the corresponding capacities. We can already run any min-cut calculation algorithm on this graph.

3. Properly set the delays on the edges of $G'$, so that we can also run any shortest path calculation algorithm on this graph. We thus consider the following edge delays $d' : E' \rightarrow \mathbb{R}^+$ of $G'$:

$$d'((((v_1,q_1),(v_2,q_2))) = \begin{cases} d(v_1,v_2) & v_1 \neq v_2 \\ 0 & v_1 = v_2 \end{cases}$$ (5.25)

We note that $\varepsilon$-transitions (i.e., when “$v_1 = v_2$”) should induce 0 delay so that they do not inflate the cumulative path delay.

4. Select any two mapped nodes in the transformed graph $G'$ and run a classic Dijkstra-based algorithm to find the shortest path between them. Mapping the found path from $G'$ to $G$ is straightforward, as we can simply take out the state information from the nodes. The presence of aggregator nodes does not play any role in the overall calculation, since the path length is never distorted when we traverse them; $\varepsilon$-transitions leading to or stemming from them within the original graph nodes induce 0 delay. The correct
delay is taken into account when traversing an edge between two distinct graph nodes in $G'$ (i.e., corresponding to different nodes in the original graph $G$). The traversed paths are always policy-compliant, as we have already proven in Section 5.4.4.

5.7 Summary of the Graph Transform

Path diversity and bisection bandwidth are useful metrics to describe how resilient or rich a network is. Network policies, imposed by network administrators and applied via routing protocols or network configuration, can constrain the natural path diversity of a network graph. This applies to both intra-domain and inter-domain cases; diverse client policies on the inter-domain level can for example affect path calculations on the global view offered to a multi-AS RaaS contractor.

With this work, we described and proved the correctness of a generic methodology for min-cut computations in arbitrary graphs, assuming policies that can be formulated using regular expressions. Our approach can be applied in a variety of scenarios, some of which are briefly showcased in this work. These include the investigation of Internet topology and alternative policy models in the Internet, effectively studying Internet-wide resilience and the effects of inter-AS connectivity on path diversity. We see further potential for our approach in the analysis of MPTCP flow path availability in data center networks, and path selection optimization in multipath flow routing applications. Achieving tighter bounds for the min-cut is another topic of interest. A detailed account of future steps in the context of the graph transformation algorithm can be found in Section 7.4.2.

In the following chapter, among other topics, we will delve into a practical application of the algorithm for the estimation of the AS-level path diversity of overlay IXP-based multigraphs.
How could the routing centralization approach be applied in the context of guaranteed end-to-end services over the current Internet, across domains, working in parallel with BGP? In this chapter, we present another use case for the architectural approach of Chapter 3, namely the provisioning of guaranteed end-to-end services using inter-domain mediators deployed on IXPs. In particular, we reduce the level of outsourced information that ISPs may provide to this new class of RaaS contractors, by abstracting themselves as sets of partial paths, with certain properties. We then study the associated IXP-based multigraph that is created from such paths connecting IXP-facing Points of Presence (PoPs). We investigate its potential as the data plane for inter-domain services in terms of client reach, path diversity, incremental deployment—both in space and time—and the performance of QoS-enabled path stitching algorithms using real peering datasets. The
content is based on our Technical Report submitted to ETH Zurich (D-ITET department, TIK laboratory) [153], our SIGMETRICS extended abstract [154] and our ONS extended abstract [150]. We also include some relevant parts that we contributed to the accuracy discussion of our joint work with Klöti et al., which is currently under submission [143].

6.1 Introducing Control eXchange Points

In this section, we first introduce the need for better end-to-end (e2e) Internet services across domains under certain guarantees, in light of ongoing changes in the Internet landscape (cf. Section 6.1.1). We continue with the basic contributions of this chapter in Section 6.1.2, and we give its outline in Section 6.1.3.

6.1.1 Motivation: Better Service, Across Domains

Modern Internet applications have increasingly tighter requirements for bandwidth, latency and/or availability [266]. For example, real-time HD video streaming [188], telemusic [73], remote control of critical infrastructure, such as power plants [44], or even telesurgery [120] are emerging or envisioned applications with strict network requirements. In fact more and more applications, such as the interconnection of stock exchange markets, need to operate under such guarantees stressing the limits of the original design of the Internet further and further.

Presently, ISPs are able to provide certain QoS guarantees [228] only in intra-domain settings based on technologies such as leased circuits and VPN tunnels, e.g., over MPLS (MPLS-VPNs). Such services provide an important revenue stream for ISPs [43, 61, 228]. However, despite several research and standardization efforts, providing QoS guarantees at the inter-domain level has seen very limited success so far [28, 168, 253, 261].

During the last decade, an increasing number of proposals coming from diverse angles advocate centralized or distributed inter-domain routing brokers [78, 148, 162, 229, 241, 263] as an approach to enable ISPs to cooperate and provide e2e guarantees for Internet services. In these schemes, ISPs provide QoS-enabled pathlets [108], which are stitched together by an inter-domain routing mediator. This mediator can be, e.g., a bandwidth broker [241], if bandwidth is considered as the primary QoS attribute to guarantee. Moreover, the stitching can take place either
using a distributed setup of multiple per-domain logical entities [229, 263], or a logically centralized setup of multi-domain entities [148, 263]. Commercial initiatives may be based on such frameworks [2, 132].

In a similar context, aggregate resource managers are currently investigated for multi-domain testbed experimentation. Examples of such entities are presented in the US GENI initiative [24]. Moreover, EU projects such as PACE [129] currently examine the transition from software-defined [183] concepts and mechanisms to standards, interoperability and deployment in the context of Path Computation Element (PCE) [82, 243] architectures. These architectures can serve as the basis on which such brokers and controllers are developed.

However, a necessary step before deploying such systems in the wild is a suitable analysis and characterization of the current Internet substrate (or overlay network) and its potential; this process should carefully take into account current ISP and Internet peering practices [168]. Therefore, in this work, we explore logically centralized inter-domain QoS routing mediators in light of the evolving Internet ecosystem.

We thus focus on public Internet eXchange Points (IXPs), which continuously rise in number and size [7, 57]. Presently, hundreds of IXPs around the globe connect thousands of ISPs together [79, 199]. As a result, the Internet becomes denser and more flat [71, 110, 161] over time, as the peering ecosystem expands in size. In parallel, the paradigm shift towards network virtualization [11, 224] and SDN [183] introduces new possibilities in network management and innovation, also in the context of IXPs. An example combining these approaches is the Software Defined eXchange (SDX) [117], advocating programmable IXP fabrics controlled by SDN controllers, with which the peering ISPs can communicate and exchange routing and policy information in a flexible manner. While SDX aims at achieving maximal impact starting from IXPs as individual entities, we believe that multi-site IXP-based deployments are natural next steps in the transformation of the peering ecosystem. Our main proposal is that a rich, flat, programmable overlay inter-IXP fabric opens interesting traffic engineering flexibilities which can be exploited, e.g., for inter-domain QoS. For example, as we will show later, the multiplicity of available paths on such a graph could be used for the provisioning of better availability upon fail-over events, more throughput in combination with multipath routing, or a larger range of available latencies depending on the application requirements.
6.1.2 The Contributions of this Chapter

Contribution 1: Stitching Paths over IXPs via CXPs

We propose performing inter-domain QoS routing over a novel abstraction of the Internet topology, in which vertices are IXPs and edges are virtual links connecting two IXPs over an ISP. The use of these edges can be used to extend valley-free policies, which dictate passing over at most one IXP per path. We call this abstraction the IXP multigraph because two IXPs can be connected with multiple edges over different ISPs. This abstraction hides the internal details of an ISP (including the diverse technologies that can be used to provide intra-domain QoS [263], such as leased circuits and MPLS [228]), and serves as a clean separation of concerns between intra-domain and inter-domain QoS routing that is consistent with the status quo. More importantly, the choice of IXPs as switching points exploits their rich connectivity, enabling high path diversity and global client reach with a deployment of only a few well-placed elements. We call the routing brokers that are deployed over IXP multigraphs, Control eXchange Points (CXPs); CXPs can generally use any switching point between ISP domains, with IXP-facing PoPs being the initial locations of maximum impact.

In comparison, current inter-domain routing is based on BGP, known to use suboptimal inter-domain paths\(^1\), as they typically cross up to one peering link in an IXP due to valley-free routing policies [98]. For example, assume that an international corporation wants to connect two of its branches located in different continents over multi-domain connections, with high availability being the primary objective. Path redundancy and rich route choice are means to achieve this availability. Provisioned CXP paths could cross multiple IXPs if needed to ensure this. Whereas the use of multi-IXP links is not technically prohibited by BGP, paths violating the valley-free model are not common [102, 104]. CXPs enable the utilization of this additional path diversity, with this utilization being further enhanced by using multipath routing practices, escaping from the single “best path” model of BGP. In parallel, ISPs are motivated to apply their core competence of creating and maintaining guaranteed intra-domain tunnels to enhance the achieved diversity.

\(^1\)Approximately 60% of all Internet paths today are subject to triangle inequality violations [16, 175], with unpredictable performance.
Contribution 2: Understanding the IXP-based Multigraph

We make a first characterization of the Internet’s IXP multigraph and highlight its special properties, namely high path diversity and massive client reach. In this context, we analyze ISP membership data for 229 IXPs using a snapshot of the Euro-IX dataset [79]. We show that by placing CXP deployment points within a few large IXPs, we can access a significant part of the IPv4 address space. In particular, 40% of the announced IPv4 addresses are accessible via only 5 CXP data plane elements in well-connected IXPs. This increases to 91% if we also consider the 1-hop customers of the IXP members. Second, we find 49K unique inter-IXP pathlets, i.e., inter-connections of type: IXP_A, ISP_X, IXP_B. These are virtual links which are likely not used currently as parts of e2e paths, since such paths do not conform to valley-free conditions. We show that by relaxing valley-free constraints on such links and enabling their active use, CXPs can greatly increase path diversity by up to 29 times, as opposed to the current setup. Path availability and access to clients can thus benefit highly from IXP-based deployments; we also highlight additional reasons for the suitability of IXPs in this regard. Furthermore, we corroborate our findings on the edge-wise path diversity of the Euro-IX-based multigraph and its properties by performing a temporal analysis of PeeringDB [199] over a 7-year period. We find that our observations hold over time, with the edge multiplicity of the IXP multigraph consistently leading to an order of magnitude larger edge-wise path diversity over inter-IXP links.

Contribution 3: Path Stitching Algorithms

We present algorithms to efficiently exploit the high path diversity observed in the IXP multigraph. In particular, we study the problem of maximizing the number of concurrently embeddable paths, subject to bandwidth and latency constraints. We describe online as well as hybrid online-offline algorithms which sample feasible paths efficiently (i.e., in polynomial time). These algorithms achieve different trade-offs between optimal acceptance ratios and fast online computation, with the hybrid approach realizing a balance between the two goals by reallocating paths in the background based on an optimal offline algorithm. Using simulation, we show that our algorithms scale to the sizes of the measured graphs and derive insights on which variant(s) should be leveraged to
serve diverse request mixes. The relevant performance metrics that we examine are acceptance ratios, substrate utilization and embedding runtimes. This algorithmic framework can serve as the application logic of logically centralized inter-domain brokers, operating on the global view of IXP multigraphs. We note that the full simulation framework, the multigraph processors based on the peering datasets, and the analysis code for determining properties of these multigraphs (such as path diversity) are publicly available as open-source software [152].

6.1.3 Outline of this Chapter

The rest of this chapter is structured as follows. Section 6.2 provides the needed background on inter-domain QoS brokers, CXPs and the motivation behind our IXP-based approach. Section 6.3 maps the IXP multigraph of the Internet, as derived from a Euro-IX dataset snapshot, and characterizes its high path diversity and client reach for inter-domain QoS and guaranteed e2e services. Furthermore, the path diversity characteristics of the multigraph are studied over time using PeeringDB snapshots, supporting the stability of our claims. Section 6.4 presents algorithms for embedding flows in paths crossing dense IXP multigraphs. Section 6.5 evaluates these algorithms based on a custom simulator using real IXP multigraphs. Section 6.7 bridges our IXP-centric analysis and methodology with emerging use cases, such as remote telesurgery over IP. Section 6.6 presents related literature and the comparison of our work to these research efforts. Finally, we provide some outlooks and conclusions related to the CXP concept in Section 6.1.2.

6.2 Service Brokers, IXPs and CXPs

In this section, we first give an overview of previous research on centralized path and resource brokers for guaranteed inter-domain services (cf. Section 6.2.1). Second, we discuss why IXPs are suitable locations for deploying the data plane elements of such brokers (cf. Section 6.2.2). Last, we describe in detail the properties and potential implementation mechanisms of our proposed IXP-based path brokers, which we call Control eXchange Points (CXPs), in Section 6.2.3. CXPs are another instantiation of the architectural approach described in
Chapter 3, and work independently from the BGP-compatible RaaS controllers presented in Chapter 4.

### 6.2.1 Network Service Brokers

The community has performed research on bandwidth brokers for mediating the concatenation of multiple tunnels with guaranteed bandwidth among ISPs (e.g., MINT [241]), or for scaling up the provisioning process for guaranteed bandwidth services within an ISP network (e.g., the work of Zhang et al. [263]). Similar initiatives have created bandwidth markets and commercial brokers, such as InvisibleHand [132] or Geant’s multi-domain Bandwidth-on-Demand (BoD) service [2]. Other proposals have introduced “route bazaars” between ISPs and end-users [78], where pricing mechanisms and interactions between demand (end-users) and supply (ISPs) directly affect routing and path establishment. Routing-as-a-Service controllers [162] that are based, for example, on the idea of outsourcing routing functionality [148], have been proposed as potential broker models and corresponding implementations. Such controllers can deal with end-to-end path stitching using their bird’s eye view over the participating domains. Dynamic traffic management applications can then operate on this global view, based on appropriate interfaces for the programmable control of the network.

Moreover, centralized routing controller platforms based on the Path Computation Element (PCE) architecture [82, 243] have been evaluated in the context of QoS routing schemes for high capacity optical networks [100]. We note that the initial multi-domain intention of the PCE initiative was to help coordinate path establishment requests, and to be able to compute an end-to-end path using cooperative per-domain PCEs. Systems like PCE are highly relevant for the implementation of brokers and routing controllers, e.g., applied on IP/MPLS domains [229], and are backed up by IETF standardization efforts [82, 243].

In this work, we investigate deployment possibilities for service brokers/controllers, assuming an underlying system’s base such as PCEs and client routing elements, or SDN controllers and programmable switches. We thus look at potential locations for placing the data plane elements, investigating relevant properties of the overlay graph, and the resulting client reach and impact for inter-domain services.
6.2.2 Deploying Service Brokers on IXPs

Brokers and controllers for guaranteed e2e services across domains need to exert inter-domain control through programmable data plane elements, such as OpenFlow switches\(^2\). We call these elements *anchors*, since they “anchor” inter-domain traffic switching to specific locations, decoupled from the traffic management within, e.g., ISP domains. The ideal anchor is adjacent to multiple geo-diverse ISPs, is provisioned for high bandwidth and availability, and is independent from a single ISP. We observe that IXPs have all these properties and thus provide ideal starting points for deployment.\(^3\)

One aspect that needs to be clarified early at this point is whether IXPs would be truly open to host such devices in order to provide new services to their members. According to Chatzis et al. \cite{57}, IXPs are presently the hubs of multiple services involving their members; these services surpass their initial goal of pure layer-2 switching fabrics for handling the offloaded traffic of ISPs. Hosting route servers for ease of BGP-based peering \cite{14,214}, mobile peering with 3G providers for traffic convergence \cite{15}, or adjusting and evolving their control and data plane towards SDN approaches for new inter-domain applications \cite{117}—such as application-specific peering—are just a few examples.

Modeling IXPs as vertices and inter-IXP pathlets as edges, the resulting topology is a dense multigraph: two IXPs can be connected via multiple ISPs. This is quite common because many ISPs are present at multiple different IXPs in parallel (cf. Section 6.3 for details). We base our case study on this simple yet powerful observation, enabling us to build a novel IXP-centric abstraction of the Internet topology. Endpoints can connect to this topology via pathlets offered by their access providers towards adjacent IXPs (see Figure 6.1). The topology can be built and measured based on available peering datasets, such as Euro-IX \cite{79} or PeeringDB \cite{199}, as we will show in detail in Section 6.3.

6.2.3 CXPs

Following the observation that IXPs provide ideal locations for data plane anchors, we introduce *Control eXchange Points* (CXPs), i.e.,

\(^2\)These devices can be based on simple *match-action* primitives. For example: “Match on incoming traffic flow space”, “act on the associated packets of the flow (forward, drop, rewrite, encapsulate and put in tunnel, etc.).”
control points which enable stitching of pathlets across multiple administrative domains to construct global paths. These pathlets are provided by ISPs; these ISPs allocate the pathlets at their own capacity within their domain, but exchange control with the CXP for efficient path stitching at the inter-domain level. In this section, we discuss which existing or new technologies a CXP could rely on for implementation, both in the control and the data plane. A complete implementation is though out of the scope of this work; here we describe the engineering practices that could be employed for a potential CXP-oriented project.

**Basics**

A CXP is a logically centralized entity, applying inter-domain control over how parts of Internet traffic are routed. In this context, it can, for example, provide e2e QoS or support multicast services by selecting (a multitude of) appropriate paths that satisfy the service requirements. A CXP works in parallel to traditional routing and can control parts of traffic independently from BGP, e.g., utilizing flow space isolation mechanisms [11,224]. CXPs use programmable data plane anchors which switch traffic, such as SDN switches [183]. Recent advances on scalable packet classification may be applied on these devices for achieving the required scale for traffic processing [248].
Furthermore, Software Defined Internet eXchanges (SDX) as proposed by Gupta et al. [117] could constitute an IXP-based deployment possibility; the transition from single-site SDXes to multi-site SDXes involving several IXPs could be accelerated based on the CXP concept. CXP control planes may also be built using PCEs [82]. PCEs can reduce the required inter-domain signaling, enforce traffic access policies and hierarchically manage multi-technology domains. Moreover, a potential cooperation between IXP Route Servers [214] and PCEs, via well-established IETF protocols such as PCEP [243], could enable CXPs to respond dynamically to changing needs over a set of IXP-mediated inter-domain connections. Besides public IXPs, which are very useful as starting points of maximal impact, CXP anchors can be deployed at private peering points for augmenting geographical coverage, if required.

Providing Pathlets

Between CXP data plane anchors, traffic is shipped on virtual links which are parts of e2e paths and act as pathlets [108]. Pathlets are provided by ISPs and are annotated with specific properties, such as bandwidth and latency guarantees if QoS is to be supported, with simple connectivity as the baseline. When a client requests an e2e path, the CXP has to find a suitable sequence of pathlets that meet the client’s QoS requirements e2e across the involved domains.

Pathlets can be provided by ISPs with existing tunneling techniques, such as MPLS, GRE and VPNs, or emerging SDN approaches based on flow space allocation along a network path [11, 183]. Inside the ISP, QoS guarantees are provided via traffic engineering and prioritization techniques [22, 263], such as the ones employed for DiffServ [83]. The reader is referred to the work of Hunt et al. [125] on QoS over IP-based networks using MPLS-TE for a comprehensive review of the associated mechanisms in the context of the MPLS protocol.

On the one hand, the ISP is responsible for providing cross-traffic isolation internally, keeping its management policies confidential. On the other hand, the CXP provides traffic isolation on the data plane anchors. An ISP may provide multiple pathlets between two data plane anchors with different properties for service differentiation or fail-over. We note that CXPs do not have control over how physical pathlet redundancy is achieved within the ISP. Availability properties (e.g., for telesurgical applications [120]) should therefore accompany the
ISP-originated pathlet advertisements. One way to achieve this is by annotating pathlets with Shared Risk Link Group (SRLG) IDs \[256\].

The incentive for ISPs to provide pathlets is the revenue generated by their use for end-to-end (e2e) services; any ISP can be a provider. This is an important observation on which we will later capitalize, in order to explain why and how we can relax the classic inter-domain valley-free policies \[98\] using CXP-mediated paths. As shown in Figure 6.1, the ISPs of the source and the destination endpoints offer access pathlets to connect them to ISP-adjacent data plane anchors (i.e., the peer IXP switches), while the intermediary ISPs offer transit pathlets over their domains, between anchors. This partly resembles the status quo (access and transit providers), with the important difference that the liberation from BGP constraints\(^3\) and the extension of classic policies may provide much larger path diversity and route choice, as we will show in Section 6.3.

### CXP Tasks

The CXP: (i) handles new requests for QoS-enabled paths (admission control), (ii) computes and sets up suitable paths (embeddings), (iii) monitors pathlet availability and compliance with QoS guarantees, and (iv) performs re-embedding, if required. A client negotiates her request directly with her access ISP, which selects a suitable CXP for establishing the inter-domain route out of a set of available CXPs. The ISP forwards the client’s request to the chosen CXP which in turn computes a suitable end-to-end (e2e) path. The CXP reserves capacity on the selected pathlets and then configures the respective data plane anchors. Accordingly, the client’s ISP has to configure its network such that the quality sensitive traffic is sent via one or more pathlets to the correct data plane anchor(s). A CXP monitors the bandwidth, latency and availability of a path for the duration of the client’s reservation \[194, 204, 247\]. If the client’s requirements are violated or a pathlet becomes unavailable, the CXP chooses and configures an alternative path for the affected part(s) of the traffic; this can even be a pre-configured “hot-standby” backup path carrying traffic duplicates (cf. Section 6.7). Besides, the CXP may choose to better

\(^3\)For example, CXPs can route on a flow space granularity as opposed to the classic prefix-based BGP routing.
utilize the available pathlets by re-embedding paths and defragmenting the substrate resources, such as the allocated bandwidth.

**Technical Challenges and Trade-offs**

Regarding the proper addressing of the CXP tasks, we mention the following challenges and associated trade-offs. *(i)* Controller distribution and placement [122]; the RTT between the data plane anchors and the centralized CXP controllers is a lower bound of the reaction times to failures or state updates [211], while full distribution induces state consistency and concurrency challenges [167]. *(ii)* Forming an accurate, real-time monitoring infrastructure for supervising pathlet guarantees and measuring the performance of QoS-constrained flows is a challenging task in its own right [194]. Nevertheless, CXPs need to control just a handful of IXP anchors around the world, which is a promising starting point. Also, the complexity of pathlet formation and state monitoring is delegated to the ISP. For example, physical link failures that affect pathlets are first handled locally within the ISP and then propagate on the inter-domain level only if the failure needs to be known to the CXP to be handled via e2e re-routing. *(iii)* Path embeddings need to be protected against failures via CXP controller and anchor redundancy.

Regarding the security of a potential system deployment, we identify the following attack vectors and possible solutions. *(i)* Clients could request high-QoS paths, without actually needing them. This does not hurt ISPs since clients have to pay for what they request; moreover adaptive pricing i.e., high prices on scarce, valuable pathlets would disincentivize such clients. *(ii)* An attacker may try to reserve bandwidth in a coordinated fashion aiming at depleting the substrate. This is a difficult attack to carry out, since the rich path diversity of the substrate (cf. Section 6.3) requires high attack budgets. *(iii)* An attacker may request many hard-to-compute embeddings and overwhelm the controller, possibly keeping the allocations only for a short time to save money. This attack becomes less attractive by asking for a per-request fee or demanding a minimal request duration. *(iv)* Further Denial of Service attacks against the controller need to be mitigated using control plane redundancy or protected CXP-anchor channels.

We stress that similar topics are active within the SDN research community and that the CXP model can benefit from developments in these areas (e.g., distributed controllers and NOSes [146]). For the rest
of this chapter, we will capitalize on a simplified simulation of a CXP system focusing on two primary axes: (i) the data plane on which it may operate, and (ii) the application logic (i.e., routing/path stitching algorithms) deployed over the system. We refer the reader to future research and engineering directions in terms of deploying such a system in the wild in Section 7.4.3.

Privacy Concerns

The CXP scheme is based on the advertisement of ISP-originated pathlets with certain properties to a trusted entity, so that this entity can stitch end-to-end paths to serve client endpoints at the edges of the multi-domain network. However, there are certain privacy concerns that are related to this scheme. In the following, we describe some cases where privacy may be violated due to the use of CXPs.

One concern is that an attacker can explore the CXP system behaviour over time and may thus combine knowledge learned from different demand matrices. For example, assume that an ISP advertises a pathlet between IXP_A and IXP_B, with maximal latency $L$ sec and minimal bandwidth $B$ Gbps. A malicious end-user can infer the following information: (i) The ISP has PoPs at both IXP_A and IXP_B and is a member of these two IXPs. (ii) The peering ports at IXP_A and IXP_B have at least $B$ Gbps of capacity. (iii) By correlating the offered latency with the speed-of-light latency between IXP_A and IXP_B the end-user can deduce whether the offered pathlet is subject to an ISP-internal triangle inequality violation, and whether there is any congestion within the ISP or at the peering ports that may affect the level of the guaranteed latency. The external user can then observe this information over time and for multiple ISPs at different peering points, as well as the stitched end-to-end paths that the CXP chooses to use for forwarding his/her traffic under certain guarantees, and infer detailed information about the IXP-based overlay graph and its properties.

Moreover, reverse engineering of the internals of the ISP network, e.g., to uncover fate-sharing on intra-ISP links based on external observation of the advertised edge-to-edge pathlets, can be potentially applied in the CXP case. Such reverse engineering can be based on general methodologies to externally infer internal ISP behavior—e.g., using causal inference [234]—but is not a limitation of the CXP case in particular.
We note that dealing with the aforementioned privacy-related challenges is the subject of future work, associated to the technical implementation of CXP systems and to political decisions related to the operation of such systems in the wild (cf. Section 7.4.3).

6.3 Understanding the IXP Multigraph and its Potential

In this section, we measure and characterize the inter-IXP multigraph, i.e., the overlay substrate on which CXP is may operate. This analysis may be particularly useful for prospective SDN-based CXP deployments, since it is a necessary step to understand where inter-domain control could be applied, as well as the potential for incremental deployment and the resulting impact. This is orthogonal to research related to scaling up CXP-like control planes [33, 146] or investigating the trade-offs involved in logically centralized controllers [167]. We start with a brief analysis of the peering datasets that we use, both in terms of accuracy and completeness (cf. Section 6.3.1). We next map the IXP multigraph based on Euro-IX data [79] in Section 6.3.2, and investigate its properties in Section 6.3.3. Afterwards, we answer the following questions: (i) how many IXPs need to participate so that CXP can provide guaranteed services to a large population of the Internet (cf. Section 6.3.4), assuming that their member ISPs would offer the required pathlets, and (ii) how much path choice and diversity we can gain on the AS level, compared to classic BGP routing practices (cf. Section 6.3.5). We highlight this because currently, due to valley-free routing [98] and the prevalence of peer-to-peer links at IXPs [7], Internet paths typically cross at most one IXP. CXP simplifies the use of paths that cross multiple IXPs (e.g., for e2e QoS provisioning), thus providing the motivation for studying the associated multigraph structure and its potential. Finally, we perform a brief temporal analysis of the IXP multigraph based on available PeeringDB snapshots (cf. Section 6.3.6), in order to verify that our observations pertaining to the structure of the multigraph (e.g., number of nodes and edges), as well as aspects of its potential (e.g., edge multiplicity and edge-wise path diversity), are valid over time.
6.3 Understanding the IXP Multigraph and its Potential

6.3.1 Datasets and Artifacts

Which Data we Used in This Work

In this work, we use four datasets to map the inter-IXP topology and the IPv4 address space: (i) the Euro-IX [79] and (ii) PeeringDB [199] databases, from which we obtained IXP membership data, (iii) the CAIDA AS relationship data [48, 174] for inferring policies on AS-AS links, and (iv) the CAIDA RouteViews AS-to-prefix data [51] for mapping AS-based organizations to IPv4 prefixes. Primarily we report results for Euro-IX, which also provides geographic coordinates of IXPs (used to determine distances between IXP locations in Section 6.5) in contrast to PeeringDB. Analysis on PeeringDB data further corroborates our findings; we use the richness of PeeringDB snapshots at our disposal for performing a temporal analysis of the edge multiplicity and path diversity of the IXP multigraph at both a monthly and yearly granularity in Section 6.3.6, deriving insights about its behavior over time. Next, we comment on the available peering datasets and the problems we faced while investigating them.

Available Peering Data Sources

We are aware of five different sources for acquiring data related to the Internet peering ecosystem, such as membership information: (i) Euro-IX [79], (ii) PeeringDB [199], (iii) Packet Clearing House (PCH) [198], (iv) the websites of the IXPs themselves [14], and (v) BGP dumps—e.g., BGP summaries for IPv4 prefixes, including log files—from looking glass servers [34] and route collectors [198] scattered across the Internet.

Euro-IX, PeeringDB and PCH

As a first step, we focus primarily on three sources and content providers of peering information, namely Euro-IX, PeeringDB and PCH. A detailed characterization, mapping and comparison of these datasets can be found in the work that we co-authored with Klöti et al. [143]. In that work, we performed an analysis and cross-comparison of the three datasets. In particular, we (i) compared three rich IXP datasets in order to assess their strengths and weaknesses, and (ii) combined them in order to improve the completeness of the publicly available IXP data. The combination was based on the union of the datasets,
after they were properly linked—i.e., their entities were mapped across datasets—based on their identifiers and associated information. We will see later that estimating the accuracy and completeness of such datasets is a very difficult challenge, while the unified linked dataset is not yet ready to be used for arbitrary experimental research on IXPs.

The results show that the three datasets have similar geographical coverage, with PCH having many more IXPs, but also many inactive ones, while being relatively poor in terms of available peering information. In addition, PeeringDB seems to have an AS-centric bias in terms of peering information characteristics, while Euro-IX has an IXP-centric bias due to the nature of the self-reporting methodologies used by the two providers. Besides, PCH includes very little information about IXP members as mentioned before in comparison. Furthermore, we showed that the datasets have partially common as well as rich complementary information; none is though complete. With respect to complementary, we showed for example that by linking the datasets we can increase the number of IXP records by ~40% compared to using solely PeeringDB. Even more complementary information is available for IXP memberships, which previous studies have shown to be incomplete in PeeringDB [171]. For more details on the characteristics and implications of the unified (i.e., mapped and linked) dataset, we refer the reader to the corresponding work [143], which is currently under submission. We will examine later the problem of data accuracy, related to both the individual and combined datasets.

**IXP Websites**

We leave the fourth source of information (IXP websites) out of our study for the following reasons. First, the ratio between manual labor required for detailed investigation and verification, to the value of the corresponding reward (i.e., partial ground truth), is quite low. We note though that it has been used in other research works [20] albeit in a limited context, while its use does not scale for performing, e.g., a time analysis across multiple snapshots (as we do in Section 6.3.6). Moreover, many IXP websites might not be used as an independent verification method due to the fact that in some cases, like the ones

---

4 The number of provided (IXP,ASN) peering links was about 65% less than the other two datasets.
of DE-CIX and LINX, the websites are automatically updated via PeeringDB, inheriting the associated bias. In other cases, such as the rising IXPs in Brazil and Argentina, information is available only in local languages (see also Asian-Chinese IXPs), which further complicates any verification efforts. We note also that not all IXPs provide or maintain websites. For example, out of almost 500 IXPs in PeeringDB, more than 80 don’t provide a website at all, or the provided URL cannot be reached. Even if the website is reachable, finding a membership list requires overcoming the language barrier, if such a membership list is provided at all, as explained beforehand. Finally, it is difficult to automate this process; in some cases, membership lists do not include AS numbers, but just organization names—which are extremely hard to match automatically. And last but not least, the web crawling approach cannot give guarantees on completeness either, because some IXPs may not be known to exist. We thus warrant caution when working with such data; current initiatives spearheaded by Euro-IX aim at tackling these challenges using a single federated worldwide database [3]. Finally, some of our collaborators’ ongoing work on partial verification using data available on IXP websites shows promising results in terms of accuracy, both for the biggest IXPs and for IXPs that are randomly selected from the combined pool of available IXPs.

**BGP Data and the Quest for Accuracy**

The fifth source of information (looking glasses and route servers) can be used for extracting peering data, but only for verification in a limited number of cases. This is because the vast majority of peering links does not appear on BGP paths collected on the route collectors except if the collector communicates directly with the route server of the IXP; the location of the vantage point is crucial. The problem of finding the “missing links” is well-known within the research community and its importance was pronounced also in the work of Ager et al. [7]⁵. Complete public data from IXP route servers is generally not available, since the relevant BGP dumps can be found for only a small number of IXPs [34, 198] (~15% of the IXPs available in Euro-IX and PeeringDB datasets). Nevertheless, BGP data can be taken into account for verifying accuracy

---

⁵The authors used closed data from a big European IXP to show that the number of p2p links, which appeared within this IXP, exceeded the total number of p2p links that was speculated to exist within the entire Internet at that point in time.
properties of the used datasets, when applicable. In fact, we have performed such a verification as an independent contribution in the work of Klöti et al. [143], with respect to a snapshot of the datasets.

We note that previous research has evaluated the accuracy of specific attributes of the PeeringDB data. In particular, Snijders [225] used 256 BGP session summaries submitted by network operators as ground truth to evaluate the accuracy of the peering IP addresses reported in PeeringDB. They could parse 96.5% of the IP addresses and 99% of these were correct. In addition, they found that the completeness of the IP addresses with respect to the ground truth was 75%. Lodhi et al. [171] used data extracted from the websites of the 20 largest IXPs to evaluate the completeness of the IXP participant information in PeeringDB. They found a median of 80% completeness, with significant differences though between regions; e.g., the completeness was only 25% for the Moscow IX. These studies indicate that although the studied PeeringDB data are not complete, they are mostly accurate. This is also indicated by the fact that PeeringDB is actively used by many network operators. In the case of Euro-IX though, we have received the appropriate assurance regarding the accuracy of the membership information by direct communication with Euro-IX staff.

We note that in general, accuracy encompasses completeness, i.e., to what extent IXPs and their members are represented in the dataset, and correctness, i.e., to what extent the IXP and membership information in the dataset corresponds to reality. Evaluating accuracy is very challenging because of the lack of ground truth for the different information about IXPs in the datasets and also due the diversity of the IXP attributes (and their interpretation) that the datasets include. In the following we report on our main results in the context of IXP membership.

**Accuracy: Comparing with BGP Data**

We extracted IXP participant information from BGP summaries collected by PCH at 77 of their route collectors [198] to compare and evaluate the completeness of the participant information in all datasets, including the linked one (i.e., the union of Euro-IX, PeeringDB and PCH; see also Klöti et al. [143]). The BGP data include information about established sessions with BGP peers over the IXP, in contrast to the partially self-reporting origins of the other datasets. PCH tries to
openly peer with all other IXP participants. Still, the data may miss participants who do not select to peer with PCH. We assume that all peer ASes seen by the IXP route collector, peer over the IXP fabric. To verify this, we manually scanned the next hop IPs and ASNs within the summary records to determine which ASN is actually peering at the related IXP. We used BGP data collected on the 19th of Sept 2014, i.e., the same date as the other datasets, and linked the IXP identifiers of the 77 PCH BGP route collectors with the IXP identifiers in the other datasets using AS membership and IP address information. The latter was done in order to have a basis for comparing these datasets. The route collectors contain location information in their name (typically an airport code), which we utilized for further verification.

In Table 6.1 and Table 6.2 we report the number of IXP-to-ASN links by dataset for the 77 IXPs with BGP route collectors, and the Jaccard and overlap similarity between the reference BGP data and the four other datasets, respectively. First, we find that approximately 72% of the BGP IXP-to-ASN tuples are reported in the linked dataset, while the corresponding figure for the individual datasets ranges between 61% and 73%. These numbers are close to the completeness figures reported by Snijders [225] and Lodhi et al. [171] for (solely) PeeringDB using different datasets and methodologies. The validation datasets used in the different studies are subject to selection bias, i.e., bias due to the IXPs or/and ISPs that provide useful information for validation, which could explain the small differences. Indeed, looking at our own validation set of 77 IXPs we find that PeeringDB, PCH and Euro-IX datasets are in larger agreement for this validation set than for the overall comparison (cf. Klöti et al. [143]).

Moreover, we find that in particular Euro-IX and PeeringDB include many IXP-to-ASN tuples, which are not present in the BGP data. This indicates that the BGP data is not complete, either. In particular, the route collectors report only approximately 56% of the membership contained in the databases. The underlying reasons include the fact that not all IXP participants may be willing to peer with a route collector, leading the collector to miss some of the peering links, and that the databases may contain stale data. We conclude that the figures presented on dataset completeness are only an upper bound of the true membership data completeness in the 77 IXPs. This indicates that although linking can significantly increase the completeness of the
Table 6.1: The number of IXP-to-ASN links by dataset for the 77 IXPs with BGP route collectors; Union (UNI) denotes the linked dataset containing PeeringDB (PDB), Euro-IX (EIX), and PCH.

<table>
<thead>
<tr>
<th></th>
<th>BGP</th>
<th>UNI</th>
<th>EIX</th>
<th>PDB</th>
<th>PCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of links</td>
<td>6,425</td>
<td>8,121</td>
<td>6,087</td>
<td>5,749</td>
<td>3,547</td>
</tr>
</tbody>
</table>

Table 6.2: The Jaccard (J) and overlap (O) indexes between each dataset and the ground truth IXP-to-ASN links extracted from the 77 BGP route collectors. Union (UNI) denotes the linked dataset containing PeeringDB (PDB), Euro-IX (EIX), and PCH.

<table>
<thead>
<tr>
<th></th>
<th>BGP/UNI</th>
<th>BGP/EIX</th>
<th>BGP/PDB</th>
<th>BGP/PCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>J(%)</td>
<td>46.1</td>
<td>42.2</td>
<td>45.1</td>
<td>35.3</td>
</tr>
<tr>
<td>O(%)</td>
<td>71.5</td>
<td>61.0</td>
<td>65.8</td>
<td>73.4</td>
</tr>
</tbody>
</table>

available data, there is still a long way to go to completely map the IXP ecosystem of the Internet and great caution is required.

Finally, due to the large number of deprecated IXPs in the PCH dataset, and its small membership information, we focus on the Euro-IX and PeeringDB data for the rest of our work. We examine them separately due to the unverified accuracy and completeness of the combined dataset (or “union”), as described beforehand. The formal verification of the combined dataset is ongoing work. In general, none of the provided datasets is complete. This means that the results the reader will find in the rest of the chapter should be treated under the light of a lower bound approximation of the true potential of our proposal. Forming an accurate, complete view of the peering ecosystem is the subject of other ongoing initiatives [3].

### 6.3.2 Mapping the Inter-IXP Multigraph

Using a snapshot of the Euro-IX peering database [79], we extracted membership data for 6,542 ASes in 277 IXPs. After ignoring IXPs

---

6The Euro-IX snapshot was taken on 9/4/2014.
which were ambiguous in terms of naming\textsuperscript{7}, had no members or had only members which advertised no IP prefixes, we have 6,122 ASes in 231 IXPs. Two further IXPs which have no connections to others are discarded. The final (connected) graph consists of 229 IXPs and \(\sim 49k\) edges between IXPs, crossing ISPs that peer concurrently with these IXPs. This graph is the largest connected component of the full (disconnected) graph. We note that this pre-processing step is important since some IXPs intentionally form highly localized ecosystems (e.g., in countries like Vietnam as we observed), with their membership base consisting of ASes that peer only at these IXPs and with no one else. Such IXPs and their participants cannot contribute useful nodes and pathlets to the CXP multigraph. We are thus looking at graphs that are connected based on AS-traversing inter-IXP pathlets, in compliance with the CXP model.

We derive simple graphs by collapsing multi-edges to single edges, annotated with the initial edge multiplicity. At this point, we consider undirected edges/pathlets since we simply wish to study the properties and connectivity of the multigraph rather than the flow embedding problem; later in our algorithmic simulations (cf. Section 6.4 and Section 6.5) we will use single-directional pathlets that carry one-way traffic stemming from a source endpoint directed to a destination endpoint. The use of directed vs undirected graphs in our case simply affects the scaling of the edge multiplicity and path diversity results by a factor of 2, since one undirected edge is mapped on two single-directional pathlets.

Ideally, the CXP multigraph should contain all possible IXPs and their participants for maximum coverage and service capabilities. This cannot happen at one go; in practice, incremental deployment is essential. We thus scale down the extracted full inter-IXP topology assuming that a CXP does not have all the IXPs at its disposal, but gradually recruits IXPs to maximize the IP address space it can serve. Each new IXP provides access to more client address space served by its member ISPs. We will elaborate more on the impact of incremental deployment in terms of IXPs and served addresses in Section 6.3.4. We determine a suitable order based on a greedy heuristic, starting with the IXP having

\textsuperscript{7}Initially the names of the IXPs were used for indexing; in later versions of our processing and analysis software we have integrated id-based indexing to avoid problems with ambiguities stemming from the names.
the largest address space coverage and in each iteration adding the IXP which yields the greatest number of non-overlapping addresses. This allows us to study the evolution of the multigraph in space, and to examine different snapshots at different levels of CXP penetration. We assume that whenever we add a new IXP, all its member ISPs would host pathlets that: (i) connect their edge clients to the new IXP (via access pathlets, cf. Figure 6.1), and (ii) connect the new IXP to other CXP-enabled IXPs at which these ISPs are present in parallel (via transit pathlets, cf. Figure 6.1).

We make the latter assumption, since our goal is to investigate the potential of an IXP-centric multigraph for CXP deployment, as the CXP approaches more and more IXPs. Each IXP is associated with an ISP membership base, which we want to examine in full. The dynamics of the pathlet market will eventually determine which IXPs and ISPs will participate, which pathlets they will advertise and which clients will choose to connect under diverse QoS guarantees (e.g., bandwidth or latency levels). For such market analyses, investigating pathlet pricing and ISP participation, we refer the reader to works such as MINT [241] or RouteBazaar [78]. We also argue that the underlying market is interesting enough for many ISPs to participate in, as supported already by proposals investigating the economics of transit pathlet markets [241]. We thus leave the examination of gradual CXP penetration in terms of ISP attraction for future work, and focus on the incremental deployment of CXPs from the perspective of the recruited IXPs.

6.3.3 Properties of the Inter-IXP Multigraph

Table 6.3 gives an overview of the properties of the inter-IXP multigraph at diverse scales, according to the multigraph formation process described in Section 6.3.2. The scale-down factor 32 corresponds to a small potential CXP deployment on 7 IXPs, while a factor of 1 involves all the 229 IXPs of Euro-IX. We first observe average shortest path lengths between 1 and 1.92 edges. This observation, combined with the high clustering factors, suggests small world properties. Furthermore, multi-edges result in very high average node degrees, e.g., of 160 even in just the 7 IXP topology. Figure 6.2a shows the Complementary Cumulative Distribution Function (CCDF) of the edge multiplicity, i.e., the number of parallel ASes that connect pairs of IXPs, in the full (unmodified) topology. We observe that a few pairs of IXPs are
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<table>
<thead>
<tr>
<th>Property</th>
<th>Scale-Down Factor (SDF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Node count</td>
<td>229</td>
</tr>
<tr>
<td>Edge count</td>
<td>49k</td>
</tr>
<tr>
<td>Diameter</td>
<td>5</td>
</tr>
<tr>
<td>Av. node degree</td>
<td>220</td>
</tr>
<tr>
<td>Av. edge multiplicity</td>
<td>4.3</td>
</tr>
<tr>
<td>Av. shortest path len.</td>
<td>1.9</td>
</tr>
<tr>
<td>Av. clustering coeff.</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 6.3: Properties of the graphs generated from the Euro-IX dataset with various scale-down factors (SDF); large SDFs correspond to small CXP penetration, while SDF=1 involves the full multigraph.

(a) Edge multiplicity. 
(b) Path diversity.

Figure 6.2: CCDFs of inter-IXP edge multiplicity and path diversity.

interconnected by over a hundred distinct ASes, each of which is in a position to offer one or more pathlets between each pair. Between the largest IXPs, which form the most likely targets for an initial deployment, hundreds of pathlets may be available; these pathlets connect IXPs directly over the shared member ISPs.

Figure 6.2b shows the CCDF of path diversity, which is the number of edge-disjoint paths between each pair of IXPs, computed with the minimum cut. These paths can cross multiple IXPs and may be composed of multiple pathlets used in sequence. Conceptually, the cut provides the minimum number of pathlets which would have to
be removed so that no path at all is found between these IXPs. We note however, that a failure inside a single ISP (e.g., related to internal routing) can affect many pathlets offered by this ISP. As Figure 6.2a and Figure 6.2b show, the path diversity is much higher than the direct connectivity i.e., edge multiplicity between pairs of IXPs. Thus even when all direct ISP pathlets between an IXP pair fail, multiple indirect paths crossing other ISPs and IXP anchors may be used to replace the lost connectivity and recover availability. Furthermore, the most prolific peers (such as Hurricane Electric and other big ISPs) which can contribute hundreds of inter-IXP links due to concurrent peering, are usually domains with worldwide coverage that are extremely unlikely to be partitioned and disconnect from the multigraph. We will further investigate how edge multiplicity and edge-wise path diversity evolve over time in Section 6.3.6, in order to understand whether our observations are valid across different time points.

### 6.3.4 Reaching Clients with a Handful of IXPs

To be useful and consequently successful as a system, reaching a large client base is important for a CXP. Therefore, we address the question of how much of the IPv4 address space can be reached from IXPs and their members. Figure 6.3 depicts the IPv4 address coverage versus the number of participating IXPs, assuming a greedy deployment strategy maximizing IPv4 address coverage by attracting the required IXP peering base. We show results both for directly adjacent IXP members as well as those connected over a single intermediate ISP (one AS hop away from the IXP). We observe that we can serve over 1 billion IPv4 addresses via only 5 CXP anchors in well-connected IXPs for directly connected customers, which is 40% of the announced IPv4 addresses in the Internet. This increases to 2.4 billion IPv4 addresses (91% of announced addresses) if we also consider the 1-hop customer cone of the IXP members. With 20 IXPs, more than 1.5 billion IPv4

---

8We examined only IPv4 address coverage due to the universal deployment of IPv4 and the relatively low adoption of IPv6, even at the time when this thesis was written: [http://www.worldipv6launch.org/measurements/](http://www.worldipv6launch.org/measurements/)

9In this case, both the intermediate ISP—which is a direct member of the IXP—and its customer ISP—which peers with the member ISP potentially at a private peering point—should offer one pathlet each in order to connect the IPv4 endpoints with the IXP anchor and the rest of the multigraph.
addresses (>50% of announced IP addresses) can be reached directly. This allows an initial deployment of just a few IXPs to serve large parts of the IPv4 address space and enables efficient incremental adoption of inter-domain QoS-enabled services. Further use of private peering points might selectively augment the required coverage, where applicable; in this work we report only on the public peering points that we can see in our available datasets. We believe that the coverage results are very important for future work and for parallel works such as the investigation of the potential of remote peering [54]. Moreover, one could do research on strategies that treat IP addresses with different weights; e.g., instead of maximizing a randomly selected IP address space by adding more and more IXPs, one could maximize coverage for addresses related to popular services (like Youtube, Amazon Web Services, etc.). We followed the random selection approach for reasons of fairness and to avoid any corresponding biases.
Figure 6.4: The four NFAs corresponding to the four different policy scenarios that we study. The state nodes are labelled using appropriate mnemonic names, while the state transitions are labelled based on the type of inter-AS relationship. All NFA states are also terminating.

6.3.5 Rich Policy-Compliant Path Selection

We next evaluate the increase in path diversity gained when using a CXP-enabled IXP multigraph with relaxed peering policies, as compared to classic valley-free routing on the AS-level topology. We cover a spectrum of possible routing policies. The most constrained policy corresponds to the traditional valley-free model [98] (scenario POINTY PEAK\textsuperscript{10}); this allows the sequential composition of an uphill path (over customer-to-provider c2p links), then at most one peer-to-peer (p2p) link, and a downhill path (over provider-to-customer p2c links), resembling a mountain with a rather narrow peak. The upper bound on

\textsuperscript{10}Note that we choose mnemonic names for the scenarios which roughly describe the type of paths available in each scenario.
path diversity is achieved with the unrestricted policy scenario (scenario Unrestricted\(^\text{11}\)). We investigate two additional scenarios by gradually relaxing the valley-free conditions. \(i\) The Wide Peak scenario extends valley-free routing by allowing an arbitrary number of p2p hops between the uphill and the downhill path, instead of at most one. This represents a scenario where there is exactly one CXP-mediated path traversed, passing over multiple IXPs and using the associated inter-IXP links. This corresponds to a mountain with a wide plateau instead of a narrow peak. \(ii\) The With Steps scenario allows an unlimited number of p2p links anywhere in the uphill path, and also in the downhill path. Any number of CXP-mediated paths can be traversed either while climbing uphill or descending downhill; this results in a step-wise setup, i.e., a mountain with potentially wide plateaus at different altitudes. We remind the reader that in pathlet markets [78, 241], such as the one that CXPs may form, the aforementioned scenarios are sensible since everyone has an incentive to offer pathlets; what differs among pathlet providers is the technical capability of the ISP and the alignment with its current business logic. For the sake of completeness, we visualize the four different inter-domain policies that we model here with the use of NFAs in Figure 6.4; as explained in Chapter 5, these NFAs can be combined with our view of the AS-level graph for min-cut calculations.

To address the known deficiency in detecting p2p links using the current methodology to find AS-level links [7], and to investigate the effect of more extensive peering on the Internet topology, we augment the AS relationship graph with p2p links derived from IXP membership datasets [79]. A given percentage of the derived links (cf. Table 6.4) is added to the graph, chosen uniformly at random; gradual addition is depicted with increasing percentages\(^\text{12}\). We use the approach that we co-authored with Klöti et al. [144] to estimate the AS-level policy-compliant path diversity\(^\text{13}\). We note that this approach yields upper and lower bounds on the path diversity, with exact values obtained depending on the form of the policy. In our case, the values of the

\(^{11}\) The Unrestricted scenario doesn’t represent our envisioned model, but is rather an upper bound reference for the achievable AS-level path diversity. In particular, it allows paths to transit customer ASes, which in practice happens extremely rarely [102].

\(^{12}\) Percentages > 50\% were not investigated due to the memory limitations of the state-of-the-art min-cut implementations of the NetworkX Python library.

\(^{13}\) All the needed details of this approach have been provided in Chapter 5.
Use Case 2: Control eXchange Points and IXP Multigraphs

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Description</th>
<th>Perc. of added p2p links</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\mu$</td>
</tr>
<tr>
<td><strong>Pointy Peak</strong></td>
<td>Valley-free</td>
<td>2.9</td>
</tr>
<tr>
<td><strong>Wide Peak</strong></td>
<td>+ multiple peering links</td>
<td>10.2</td>
</tr>
<tr>
<td><strong>With Steps</strong></td>
<td>+ unconstrained peering</td>
<td>19.3</td>
</tr>
<tr>
<td><strong>Unrestricted</strong></td>
<td>No restrictions</td>
<td>42.5</td>
</tr>
</tbody>
</table>

Table 6.4: AS-level policy models and their mean ($\mu$) and median ($M$) path diversity, with different percentages of added p2p links.

Pointy Peak, Wide Peak and Unrestricted scenarios are exact, while the values of the With Steps scenario are a 2-approximation of the actual path diversity\(^\text{14}\). We use a sample size of 10K pairs of AS endpoints, selected uniformly at random, with each AS weighted by the number of IPv4 addresses it announces over BGP. This sample was sufficient for our needs.

Table 6.4 shows the mean and median path diversity observed for the various models and amounts of added p2p links, to evaluate the path diversity.

\(^{14}\text{The reader is referred to Section 5.4.5 for an explanation of this statement.}\)
effect of policy on moderately “rich” substrates. Figure 6.5 shows the
distribution of path diversity for the models without added p2p links,
in order to visualize the effect of different policies in isolation from the
added links. We observe that transitioning from Pointy Peak to Wide
Peak greatly increases the path diversity, even without added p2p links.
Wide Peak clearly has an advantage over Pointy Peak even when
the latter has many new links added and the former does not. This is
true for the mean, but also the median, which is less affected by the
highly skewed distribution; for example, for tier-1 and large tier-2 ISPs
we see an increase by up to a factor of 29. The With Steps scenario
has more modest gains in median path diversity and lies within a factor
of two of Unrestricted, which is the upper bound. After examining
the data, we observed that the advantage of Unrestricted and With
Steps over Wide Peak stems mainly from a relatively small number
of very well connected nodes. We therefore conclude that (i) relaxing
constraints on peering policy greatly increases path diversity, more so
than simply introducing new p2p links, and (ii) further relaxations of
the model yield relatively modest benefits.

Last but not least, the small world properties of the Internet AS-
level topology graph, corroborated via the IXP multigraph abstraction
(cf. Table 6.3), and our analysis of shortest path lengths\textsuperscript{15} show the
following. Since the Internet is densely connected on the AS level, with
the number of interconnections growing within a valley-free regime,
relaxing the policy constraints does not yield shorter paths but simply
allows us to use more paths. We observed average lengths within 3-4
hops irrespective of policy, in agreement with other reports [158]. Our
observations of path lengths subject to different policy models without
added p2p links verify our intuition that policy changes do not have
any measurable effect on AS path lengths.

6.3.6 Temporal Analysis of PeeringDB
Multigraphs

In this section, we use available snapshots from the PeeringDB database,
complementary to the Euro-IX snapshot-based analysis, in order to
verify that our observations regarding the properties of the projected

\textsuperscript{15}We omit the visual presentation here since the relevant information of the figure
can be summarized in the few lines of this paragraph.
CXP multigraph are valid over time. We use PeeringDB due to: (i) the availability of the associated data snapshots, and (ii) the partly complementary nature of its information as compared to Euro-IX, which allows us to do a similar analysis and check the agreement of the yielded insights. We note that this analysis is not intended to be exhaustive, but rather an indicative demonstration of the temporal evolution of the peering ecosystem and the associated IXP multigraph, on which CXPs may operate. By knowing the past, we can extrapolate what may happen in the future, as CXPs expand within an IXP-based Internet.

Datasets and Multigraph Construction

For our temporal analysis we use monthly snapshots from crawling the PeeringDB website over the months 3/2014 to 1/2015, effectively covering the monthly evolution of the data during the year 2014. We also process the data extracted from SQL dumps on an almost yearly basis over 2008-2012, for the following dates: 15/2/2008, 14/10/2009, 27/10/2011, 5/12/2011, 7/1/2012, 21/4/2012 and 26/6/2012. We map the CXP multigraph based on the PeeringDB IXP and (IXP,ASN) membership information following the same procedure as the one described in Section 6.3.2. In particular, we take into account the largest connected component of the undirected multigraph formed with IXP as nodes and AS-based pathlets as edges between these IXP, as long as these AS connect concurrently to the corresponding IXP pair.

Indicative Results and Insights

First, we note that the x-axes in all the following figures (Figure 6.6, 6.7, 6.8, 6.9) are linearly scaled based on the number of days between the snapshots; for example, a linear fit with a +0.10 slope corresponds to an increase of ∼36 units per year for the associated y-value.

We start with the evolution of the total number of the IXP and ASNs which participate in the peering ecosystem, over time, in Figure 6.6. We see that the number of IXP has been linearly increasing at a rate of ∼36 IXP/year between the start of 2008 and the end of 2013, while we observe an acceleration to a ∼115 IXP/year rate of increase between the start of 2014 and the end of 2014 (cf. Figure 6.6a). The latter is a result of the recent influx of small IXP mostly located in South America, Africa and Australia; we will later revisit these IXP.
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(a) Total number of IXPs in the dataset vs time (with linear fit).

(b) Total number of ASNs in the dataset vs time (with linear fit).

Figure 6.6: Number of IXPs and ASNs in PeeringDB over time.

...to determine their impact on the CXP multigraph. On the other hand, the number of ASNs that are reported in PeeringDB seems to follow a steady linear increase at a rate of $\sim 460$ ASNs/year (cf. Figure 6.6b). Some of these ASes, as we show later, may be capable of acting as inter-IXP pathlet providers, thus contributing to the density of the multigraph. In general, we observe that IXPs and their connected AS peers are rising monotonically in sheer numbers over the years; IXPs have increased from less than 200 in the beginning of 2008 to more than 500 in the end of 2014 (cf. Figure 6.6a), while the participating ASes have increased from $\sim 900$ to $\sim 4000$ between the respective time points (cf. Figure 6.6b).

Next, we observe a linear increase in the total number of (ASN,IXP) memberships over the years, at a steady rate of $\sim 1.2k$ memberships/year (cf. Figure 6.7a). The size of this membership set started at $\sim 2.6k$ in 2008 and reached about $\sim 10.5k$ at the end of 2014. This is a good indicator that the peering mesh becomes more and more dense, but is not enough to justify the potential of a CXP in its own right. Therefore, we further look into the distribution of the number of IXPs per ASN, since CXPs can take advantage of the fact that a single AS usually peers concurrently at multiple IXP locations. This AS can then serve as a pathlet provider between each IXP pair. As we see in Figure 6.7b, the 50% mass of the ASes are connected to a single IXP; this fact seems to be invariant over the years, while these ASes are obviously...
not useful as transit pathlet providers in a CXP context. They can be used though as access providers for connecting client IP endpoints to the rest of the multigraph via their first hop IXP anchor. The behavior of the next 49.5% of the ASNs seems to be also quite stable over the years, with these ASes being connected though to at least two IXPs; they are thus very useful for the formation of a stable IXP multigraph. In fact, the upper 0.5% of this percentile connect to over 20 IXPs. In general, if an AS connects to \( n \) distinct IXPs, then it can potentially contribute at least \( n(n-1)/2 \) bidirectional pathlets of type \((IXP_A,ASN,IXP_B)\) to the CXP multigraph. Last but not least, we note the interesting behavior of the upper 0.5% of the ASNs, which connect to a monotonically increasing (large) number of IXPs, ranging from over 30 in 2008, to over 60 in 2014. We observed that these are generally extremely prolific peers which apply extensive peering as their business model, such as Akamai Technologies—a well-known global Content Distribution Network (CDN)—and Hurricane Electric—a global ISP\(^{16}\). As a take-away message, we note that the evolution of the \((IXP,ASN)\) membership points to a stable multigraph base, with a

\(^{16}\)In fact, Hurricane Electric claims the following in their website (http://he.net/about_us.html): “Within its global network, Hurricane Electric is connected to 90 major exchange points and exchanges traffic directly with more than 3,600 different networks.” This statement is also verified via the observed data.
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∼1% of ASes being responsible for its potential expansion. We will see later that this expansion leads to important increases in path diversity.

We next form the actual corresponding IXP multigraph instances over time, and examine their sizes in terms of nodes (IXPs) and edges (inter-IXP pathlets passing over AS domains) in Figure 6.8. In Figure 6.8a, we observe that the number of IXP nodes in the multigraph is increasing at a rate of ∼32 IXPs/year. We note here that this behavior is a bit different than the one that we observed for all the IXP nodes in Figure 6.6a. This is because the multigraph is based on the largest connected component of the IXP-based full graph; some of the IXP nodes may be left out in case their member ASes cannot connect them to the rest of the multigraph. We see that until the end of 2013, both the multigraph nodes and all IXPs (cf. Figure 6.6a) follow a similar rate of increase, with comparable absolute numbers. After that, we observe that while the rate of increase of the number of the multigraph nodes remains stable, the number of IXPs in the full dataset increases by an extra ∼80 IXPs per year, thus including additionally ∼80 IXPs that do not participate in the multigraph over 2014. After carefully inspecting the data, we deduced that these IXPs are the hubs of highly localized peering ecosystems, connecting ASes that do not peer at any other global IXP. Examples of such IXPs are the ones in some remote

(a) Total number of IXP nodes in the CXP multigraph vs time (with linear fit).
(b) Total number of inter-IXP edges in the CXP multigraph vs time (with linear fit).

Figure 6.8: Number of nodes and edges in the PeeringDB-based CXP multigraph over time.
parts of Africa, Australia, East Asia and South America. We speculate that there is a tendency for small ASes and ISPs in these areas—that pay large amounts to their transit ISPs to reach other local ISPs—to peer directly over such IXPs and offload their traffic for cost reduction. Large ISPs that may peer concurrently at multiple IXPs around the world are usually not members of such IXPs, while the IXP peering base is itself relatively small in terms of absolute size.

Moreover, in Figure 6.8b, we observe that the number of inter-IXP edges in the connected multigraph has been increasing at a rate of $\sim 4.8k$ edges per year between the years 2008 and the third quarter of 2013, while afterwards the increase reaches a rate of $\sim 11.3k$ edges per year. Note that the number of peering edges that PeeringDB sees in 2014 is in agreement with the number that we observed in Euro-IX for a snapshot taken during April 2014 (see the full multigraph properties at Table 6.3). By correlating the observation of the observed rates with the information of Figure 6.7b, we deduce that the responsible ASes for this increase is the upper 1% of all ASes. Each of these ASes is connected to at least 20 IXPs, thus contributing at least 190 edges in the multigraph. The upper 0.1% contributed at least 600 edges per ASN in 2008, and at least 2.5k edges per ASN in 2014. We also see that the “knee” in the third quarter of 2013 correlates with an associated steeper increase on the number of IXPs per ASN for this upper 0.1% of ASNs. This is probably due to their more aggressive peering at geo-diverse public IXPs in the recent years. In total, the number of multigraph edges has evolved from $\sim 10k$ edges in 2008 to over 50k edges marking the start of 2015. Further correlation with Figure 6.7b shows that the multigraph has a “slow” changing component increasing at $\sim 5k$ edges per year; the lower 50% of all ASes do not contribute at all to this component, while the upper 50% is responsible for sustaining this rate over the years. The upper 1% of the highly connected ASes is much more dynamic, contributing an extra $\sim 6k$ edges per year during 2014.

Finally, we examine the most interesting properties of the CXP multigraph, i.e., the edge multiplicity associated with its multi-edges and the corresponding path diversity in Figure 6.9. In Figure 6.9a we examine the number of edges between directly connected IXP pairs$^{17}$. We

\footnote{For the sake of completeness, we note that this class of directly connected pairs corresponds to about 9% of the total number of candidate IXP pairs. That is, the IXP-level peering matrix between all IXPs is 9% full.}
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(a) Edge multiplicity distribution percentiles between all the directly connected (IXP-IXP) pairs of the CXP multigraph.

(b) Edge-wise path diversity distribution percentiles between all the candidate (IXP-IXP) pairs of the CXP multigraph.

Figure 6.9: Edge multiplicity and edge-wise path diversity of the PeeringDB-based CXP multigraph over time.

observe that 50% of the directly connected IXP pairs in the multigraph have an edge multiplicity of 1, which is the typical median value. These pairs are connected via a single carrier ISP, while each IXP of such edges can be connected to many other IXPs via different ISPs, albeit with a low redundancy. As we will show later, this behavior is balanced by the indirect path diversity and high redundancy in terms of indirect paths between the IXP nodes. In particular, as opposed to the low redundancy of these pairs, the rest 49.5% of the directly connected IXP pairs have a multiplicity ranging from 2 to 50. We note that the upper 0.5% reaches levels of more than 50 edges per pair, with the top 0.1% striking an increasing multiplicity of over 100 in 2008, to over 300 in 2014. By manual checking, we discovered that these pairs correspond to the largest global IXPs, such as DE-CIX, AMSIX and LINX, connected over large shared ISP peering bases. These IXPs form the most likely targets for an initial deployment. Our findings corroborate the observations of the Euro-IX-based analysis in Section 6.3.3 (cf. Figure 6.2a). A few pairs of IXPs are interconnected by over a hundred distinct ASes, each of which is in a position to offer one or more pathlets between each pair; this behavior seems to become more intense over time.
In Figure 6.9b, we show the distribution percentiles of the path diversity between all candidate IXP pairs. The diversity is calculated as the number of edge-disjoint paths between each pair, computed with the minimum cut. We see that our observations regarding the edge multiplicity of Figure 6.9a are amplified by about one order of magnitude. That is, the connectivity-wise rich IXP pairs compose a dense multigraph core, leading to a substantial 10-fold increase in the overall path diversity as opposed to edge multiplicity. In fact, our findings again corroborate the observations of the Euro-IX-based analysis of Section 6.3.3 (cf. Figure 6.2b); the path diversity is much higher than the direct pathlet-based connectivity. Thus even when all direct ISP pathlets between an IXP pair fails, multiple indirect paths crossing other ISPs and IXP anchors may be used to replace the lost connectivity. The related values seem to increase over time.

In summary, we observe that the conclusions of Section 6.3.3 based on Euro-IX hold also for PeeringDB over time. The most important observation is the linear increase of the size of the peering ecosystem\textsuperscript{18}, with the edge multiplicity in the corresponding multigraph leading to an order of magnitude larger path diversity over any IXP pair (with 1000s of paths available between the upper 0.1% of the pairs). This is intensified as time progresses, especially in the recent years. A heavy tail of well-connected IXPs and aggressive AS peers is responsible for the dynamic expansion of the multigraph over the years. We note finally that a more extensive analysis of the PeeringDB dataset in the context of CXPs is outside the scope of this work. For further results and insights related to the time dynamics of PeeringDB in general, e.g., in terms of peering capacity, we refer the reader to the MSc thesis of Demian Jäger [134], that we co-advised with Dr. Bernhard Ager under the supervision of Prof. Dr. Bernhard Plattner.

\textsuperscript{18}This increase seems to be due to the more aggressive peering of big players like Akamai and Hurricane Electric, and the introduction of many IXPs in remote parts of the globe for the formation of localized peering setups to offload traffic and reduce costs for the small ISPs.
6.4 Pathlet Stitching Algorithms over Dense Multigraphs

As shown in Section 6.3, the IXP-based multigraph—on which CXPs and pathlet brokers in general may operate—is very dense. In this section, we present algorithms to exploit its rich path diversity in order to maximize the number of concurrently embeddable routes subject to QoS guarantees, like maximal latency or minimal bandwidth. The algorithms may serve as the application logic of logically centralized controllers, operating on the global view of the dense IXP multigraph for stitching end-to-end paths with guaranteed properties.

The algorithmic problem that we have to tackle is complex for several reasons. (i) Requests from the large client base (cf. Section 6.3.4), i.e., the IP endpoints attached to the edges of the multigraph, dynamically arrive over time in a non-predictable manner, necessitating the use of online algorithms. (ii) While finding a single suitable e2e path is quite easy (i.e., can be performed in polynomial time), the IXP-based graph offers rich path choice (cf. Section 6.3.3, Section 6.3.5) and requires suitable selections of which of the (virtual) edges between two IXPs is used. (iii) The online selection of e2e paths should reflect multiple conflicting high-level objectives, namely accepting as many requests as possible, avoiding the use of scarce low-latency, high-bandwidth links, and preventing resource fragmentation. The path embedding problem, seen from these three dimensions, is NP-hard (cf. Section 6.6.3).

We formally introduce the e2e routing problem considered in this work as the QoS Multigraph Routing Problem (QMRP) in Section 6.4.1, together with an optimal offline formulation. Subsequently, we present a general algorithmic framework to solve the QMRP in an online manner. In particular, given the computational complexity of the problem, we employ a sample-select approach, where in the first stage, a set of feasible paths is sampled (i.e., generated), and subsequently one of them is selected for the actual embedding (cf. Section 6.4.2). Lastly, the framework is extended to support reconfigurations of pre-generated embeddings in order to accommodate further online requests and achieve increased acceptance ratios in Section 6.4.3.
6.4.1 The QoS Multigraph Routing Problem

We model the IXPs and their pathlet interconnections as a directed multigraph $G = (V_G, E_G)$, where $V_G$ is a set of IXPs (nodes/vertices) and $E_G$ are inter-IXP pathlets (links/edges) offered by ISPs. The ISPs annotate their pathlets $e \in E_G$ with their available bandwidth $bw_e \in \mathbb{R}_{\geq 0}$ and their latency $lat_e \in \mathbb{R}_{\geq 0}$. This annotation list can be further augmented with additional properties; bandwidth and latency are specific to the QoS problem that we consider here.

On this substrate, we want to embed a set of e2e routing requests, henceforth denoted by $R$. A request $R \in R$ asks for the establishment of an e2e connection between IP addresses $s_R$ and $t_R$ with minimal bandwidth $bw_R$ and maximal latency $lat_R$. Note that these start and end points are not included in the pathlet network $G$. However, each IP address is, by its access ISP affiliation, implicitly connected to one or multiple IXPs (cf. Figure 6.1). Therefore, each request is actually associated with a set of start IXPs (where the source is attached) and a set of end IXPs (where the destination is attached). While we take these multiple start and end IXPs into account in the implementation of the presented algorithms, we assume simple IXP start and end points for the sake of visual representation and simplicity.

We next study how CXP operators can accept (and embed) as many requests as possible. The latter is a natural objective for any revenue-driven provider aiming at the satisfaction and maximization of its client base. Embedding a request $R \in R$ here refers to finding a suitable path $P_R$, such that the latency of $P_R$ is less than $lat_R$ and that the path $P_R$ can carry more than the minimal bandwidth $bw_R$. Importantly, as inter-IXP pathlets can be used by multiple requests, the maximal available bandwidth (i.e., capacity) of pathlets must never be exceeded.

The offline version of the QoS Multigraph Routing Problem (QMRP), i.e., when $R$ is given ahead of time, can be formulated as an Integer Program (IP), cf. Integer Program 1 (OptFlow): the binary variable $x_R$ decides whether request $R \in R$ is embedded and the binary variable $P^e_R$ indicates whether edge $e \in E_G$ is used by request $R \in R$. The correctness of the formulation stems from the following observations: (i) Constraints OF-1\textsuperscript{19} and OF-2 induce a unit flow from $s_R$ towards $t_R$

\textsuperscript{19}The equivalent equation of constraint OF-1, as seen from the perspective of the destination $t_R$, is omitted for brevity in the main formulation since it is a natural
### Integer Program 1: Optimal Flow Formulation (OptFlow)

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \max \sum_{R \in R_\mathcal{R}} x_R )</td>
<td>(OBJ)</td>
</tr>
<tr>
<td>( x_R = \sum_{e \in \delta^-(s_R)} P_R^e - \sum_{e \in \delta^-(t_R)} P_R^e )</td>
<td>( \forall R \in R_\mathcal{R} ) (OF-1)</td>
</tr>
<tr>
<td>( 0 = \sum_{e \in \delta^+(v)} P_R^e - \sum_{e \in \delta^-(v)} P_R^e )</td>
<td>( \forall R \in R_\mathcal{R}, v \in V_G \setminus {s_R, t_R} ) (OF-2)</td>
</tr>
<tr>
<td>( \text{bw}<em>e \geq \sum</em>{R \in R_\mathcal{R}} \text{bw}_R \cdot P_R^e )</td>
<td>( \forall e \in E_G ) (OF-3)</td>
</tr>
<tr>
<td>( \text{lat}<em>R \geq \sum</em>{e \in E_G} \text{lat}_e \cdot P_R^e )</td>
<td>( \forall R \in R_\mathcal{R} ) (OF-4)</td>
</tr>
<tr>
<td>( x_R \in {0, 1} )</td>
<td>( \forall R \in R_\mathcal{R} ) (OF-5)</td>
</tr>
<tr>
<td>( P_R^e \in {0, 1} )</td>
<td>( \forall R \in R_\mathcal{R}, e \in E_G ) (OF-6)</td>
</tr>
</tbody>
</table>

If request \( R \in R_\mathcal{R} \) is embedded (cf. the work of Ahuja et al. [10]). \( \delta^+(v) \) and \( \delta^-(v) \) here denote the set of outgoing and incoming edges of \( v \in V_G \) respectively. (ii) By Constraint OF-4 the path described by variables \( P_R \) must obey the maximal latency \( \text{lat}_R \). (iii) By Constraint OF-3 the available bandwidth (i.e., capacity) \( \text{bw}_e \) of any pathlet is not exceeded.

We note that while the offline problem is interesting for optimizing existing allocations of requests in the background in order to further increase acceptance ratios (cf. Section 6.4.3), we are in general more interested in the online variant. In the online context, each request \( R \) is known to the algorithm only at its arrival time, and the algorithm needs to compute an embedding on demand (for the entire duration of the request) at that point in time.

### 6.4.2 Online Problem: Sample-Select Strategy

In order to tackle the online variant of the QMRP we propose a sample-select approach. In the first stage a set of feasible paths is sampled from all feasible paths. In the second stage one of the feasible paths is selected for the embedding. We employ this approach as computing the result of the application of constraints OF-1 and OF-2. For completeness, this (symmetric to OF-1) constraint would be the following:

\[
x_R = \sum_{e \in \delta^-(t_R)} P_R^e - \sum_{e \in \delta^+(t_R)} P_R^e, \quad \forall R \in R_\mathcal{R}
\]
the optimal path under multiple objectives and constraints is generally NP-hard \cite{99}, while the algorithm might need to handle workloads of tens or hundreds of requests per second; sampling paths on the dense multigraph intuitively seems a more efficient strategy. In Section 6.5, we will evaluate the performance of this mechanism, substantiating our intuition. In fact, we will show that the strategy is well-tailored for the CXP Routing-as-a-Service use case.

While investigating multiple path sampling strategies, we consider only a single selection strategy which primarily aims at minimizing the utilization of the network (in order to provide room for many requests), while secondarily penalizing the use of high-bandwidth and low-latency links (since links with rich resources are more scarce). We note that determining the best selection strategy is interesting in its own right, but lies outside the scope of this work. The strategy used can be summarized as follows: (i) Strictly prefer paths with a smaller hop count. (ii) Among paths with the same hop count, choose the one with the minimal cumulative inverse utility, computed edge-wise $\forall e \in P_R$:

$$InvU(e) = \frac{bw_e}{\min_{e' \in E_G(u,v)} bw_{e'}} \cdot \frac{\max_{e' \in E_G(u,v)} lat_{e'}}{|E_G(u,v)|},$$

where $E_G(u,v)$ denotes the set of edges between nodes $u,v$\footnote{We remind the reader that $E_G(u,v)$ is generally a multi-edge set, from which we need to select a simple edge for the actual traffic forwarding along an e2e path.}.

Algorithm 1 summarizes the sample-select mechanism that we employ for the online embedding of e2e path requests. If the embedding is feasible we acquire a path for the request and accept it, else no path can be found and we reject the request.

In the following we focus on the path sampling strategy, and present three different algorithmic variants. The goal of the sampling algorithm is to efficiently compile a set of diverse and efficient paths, giving us the flexibility of choice. In particular, we exploit the fact that computing feasible solutions is not NP-hard:

**Theorem 1.** A feasible path for a given request $R$ can be computed in polynomial time.

**Proof.** The proof is constructive: We first prune all edges $e \in E_G$ whose bandwidth is not sufficient to support the minimal bandwidth
Algorithm 1: Outline of Online Sample-Selection Algorithm

Input: Network $G = (V_G, E_G, bw_e, lat_e)$, Request $R = (s_R, t_R, bw_R, lat_R)$

Output: Path $P_R$ to connect $s_R$ to $t_R$ or null

1. sample set of feasible paths $P_R$
2. if $P_R \neq \emptyset$ then
3.  select best path $P_R \in P_R$ and embed $R$ accordingly
4. else
5.  return null

requirement $bw_R$. Projecting the resulting multigraph onto a simple graph by replacing each set of links between any two nodes with the minimal latency link of the set, the simple graph $G'$ is obtained. We can now perform any polynomial shortest-path algorithm to obtain the path $P'_R \in G'$, if such a path exists. If $\sum_{e \in P'_R} lat_e \leq lat_R$, a feasible path was constructed; otherwise no such path can exist. Assume that the above mentioned process would not find a feasible path even though such a path $P \in G$ exists. By replacing each link of $P$ with the minimal latency link of the corresponding multi-link set, a feasible path in $G'$ is constructed, proving the theorem.

Theorem 1 is an important building block for all our path sampling algorithms, as it allows us to: (i) abort the generation of paths early using a single shortest path computation, and (ii) devise path sampling algorithms that will always return feasible paths, if they exist (see also the work of Korkmaz et al. [147]). In the following, three concrete path sampling algorithms are presented. The Perturbed Dijkstra (PD) algorithm is essentially a $k$-shortest paths variant [76], strictly minimizing

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perturbed Dijkstra</td>
<td>$O(k \cdot (</td>
</tr>
<tr>
<td>Guided Walk</td>
<td>$O(k \cdot</td>
</tr>
<tr>
<td>Guided Dijkstra</td>
<td>$O(k \cdot (</td>
</tr>
</tbody>
</table>

Table 6.5: Algorithmic complexity for sampling $k$ paths from the multigraph $G = (V_G, E_G)$.
latency. The *Guided Dijkstra* (GD) algorithm broadens the search space as edge selection is latency-independent, and the *Guided random Walk* (GW) algorithm aims at finding arbitrary feasible paths. Table 6.5 summarizes the run-time complexity of these three algorithms for generating \( k \) feasible paths, based on the cardinality of the node and link sets \( V_G, E_G \), respectively.

**Perturbed Dijkstra Scheme**

The *Perturbed Dijkstra* (PD) sampling algorithm aims at finding the \( k \) latency-wise shortest paths according to some graph perturbation criterion (cf. Algorithm 2). After having pruned links with insufficient bandwidth (see Line 1), the multigraph is projected onto a simple graph as described in the proof of Theorem 1. The Dijkstra algorithm is then used to either find a feasible \( s_R - t_R \) path of latency less than \( \text{lat}_R \) or return null if none exists. If a path was found, the edge set for the next iteration is perturbed based on the previously found paths. Note that Algorithm 2 does not return a path if and only if there does not exist a single feasible path (cf. Theorem 1). Different perturbation criteria might be employed; we opted in our evaluation for *edge-disjointness* to guarantee the generation of different edge-disjoint paths for achieving redundancy and resiliency to ISP pathlet failures. Node-disjointness could also be employed, but in our case it is of little practical value: our framework capitalizes on the observation that we need a few, reliable CXP anchors deployed on well-connected IXPs, while pathlets sampled from a large pool may fail or be withdrawn in a dynamic fashion. The run-time of Algorithm 2 is dominated by the stages of edge collapsing and executing Dijkstra \( k \) times (cf. Table 6.5). This deterministic algorithm is the baseline for our online evaluation (cf. Section 6.5).

**Guided Random Walk**

The previous approach has two drawbacks: \( (i) \) it may fail to produce \( k \)-many paths as the perturbation might inhibit the discovery of additional paths, and \( (ii) \) found paths might be biased towards using scarce low-latency links due to the nature of the dijkstra-based path exploration. Using the insights by Korkmaz et al. [147], we now present a *random walk* scheme to explore path diversity: randomization is limited in the sense that the random walk is “guided” to always find a path. This is
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Algorithm 2: Perturbed Dijkstra Path Sampling

Input: Network $G = (V_G, E_G, bw_e, lat_e)$, Request $R = (s_R, t_R, bw_R, lat_R)$, $k =$ the maximal number of paths to generate

Output: Set of feasible paths $P_R$

1. $E^1_G \leftarrow \{ e \in E_G | bw_e(e) \geq bw_R \land lat_R(e) \leq lat_R \}$
2. set $P_R \leftarrow \emptyset$
3. for $i \in \{1, \ldots, k\}$ do
   4. $E_{C,i}^i \leftarrow \text{collapseToMinimalLatency}(E_G^i, lat_e)$
   5. $P_R^i \leftarrow \text{Dijkstra}(V_G, E_{C,i}^i, lat_e, lat_R, s_R, t_R)$
   6. if $P_R^i \neq \text{null}$ then
      7. $P_R \leftarrow P_R \cup \{P_R^i\}$
   8. $E_{C,i}^{i+1} \leftarrow \text{perturbMultigraph}(V_G, E_G^i, P_R)$
   9. else
      10. break
4. return $P_R$

Algorithm 3: Guided Random Walk Path Sampling

Input: Network $(V_G, E_G^1)$ as in Algorithm 2, Request $R = (s_R, t_R, bw_R, lat_R)$, Minimal distances $d_i : V_G \rightarrow \mathbb{R}_{\geq 0}$ towards $t_R$

Output: Feasible path $P$

1. set $P = \langle \rangle$, $lat_P = 0$ and $u = s_R$
2. while $u \neq t_R$ do
3.   set $N = \emptyset$
4.   for $v \in \delta^+(u)$ with $d_i(v) < d_i(u)$ do
5.     set $E_v \leftarrow \{ e = (u, v) \in E_G^1 | lat_P + lat_e + d_i(v) \leq lat_R \}$
6.     if $E_v \neq \emptyset$ then
7.       $N \leftarrow N \cup \{v\}$
8.     choose $v \in N$ uniformly at random
9.   choose $e \in E_v$ uniformly at random
10. extend $P$ by $e$ and set $lat_P \leftarrow lat_P + lat_e$
11. return $P$

achieved by guiding the path construction process via initially computed minimal distances $d_i : V_G \rightarrow \mathbb{R}_{\geq 0}$ towards the destination node $t_R$. Note that these distances can be computed by performing a single Dijkstra computation using the collapsed edge set $E_{C,1}^G$ of Algorithm 2.
Algorithm 3, i.e., the *Guided random Walk* (GW), outlines the procedure to generate/sample a *single* path. This procedure can be easily extended to a full path sampling algorithm by initially checking whether a feasible path exists, i.e., by testing whether $d_t(s_R) \leq \text{lat}_R$ holds. If this is the case, multiple paths can be sampled by invoking the procedure multiple times and collecting its results. The key to always sampling a feasible path is to enforce the possibility to extend path $P$: in Line 5 of Algorithm 3 only outgoing edges towards a neighbor $v$ are considered, such that the current latency of the path $\text{lat}_P$ plus the edge latency $\text{lat}_e$ and the minimal distance $d_t(v)$ is less than $\text{lat}_R$. Note that we restrict the exploration process in Line 4 to nodes that are closer to the destination than the current node. We include this additional constraint to guarantee *loop-freedom*, which ensures a maximal path length of $|V_G|$. The overall run-time is dominated by the single Dijkstra iteration to compute shortest distances towards $t_R$ and the graph scanning process during each iteration. Algorithm 3 may be repeated $k$ times in order to sample $k$ feasible paths (if they exist), while different node and edge probability distributions may be employed in Lines 9 and 10 of the algorithm for the randomized selection process\footnote{In our evaluation in Section 6.5, the uniform distribution yielded the best results in terms of acceptance ratios and path quality.}.

**Guided Randomized Dijkstra**

The last considered path sampling algorithm (cf. Algorithm 4), i.e., the *Guided Dijkstra* (GD), tries to strike a balance between using arbitrary edges and finding latency-wise short paths, while still being guaranteed to sample a feasible path in each iteration. The main difference with the classic Dijkstra algorithm is the adapted neighbor exploration in Lines 8-13. Based on the same insight as for Algorithm 3, Line 9 only selects edges that can still lead to a feasible path. The set of edges between $u$ and $v$ are projected onto a single edge $e \in E_v$ and the classic Dijkstra relaxation is applied by adapting the queue $Q$, the minimal (found) distances $d_Q$ and the parent pointers $p$. Together with the initial Dijkstra computation for obtaining the minimal distances towards $t_R$, the overall run-time equals running Dijkstra $k + 1$ times, where $k$ is the maximal number of feasible paths to generate. Again, different edge
Algorithm 4: Guided Randomized Dijkstra Path Sampling

**Input:** Network \((V_G, E^1_G)\) as in Algorithm 2, Request \(R = (s_R, t_R, bw_R, lat_R)\), Minimal distances \(d_i : V_G \rightarrow \mathbb{R}_{\geq 0}\) towards \(t_R\)

**Output:** Feasible path \(P\)

1. set \(Q \triangleq \{s_R\}\)
2. set \(d_Q : V_G \rightarrow \mathbb{R}\) with \(d_Q(s_R) \triangleq 0\) and \(d_Q(v) \triangleq \infty\) else
3. set \(p : V_G \rightarrow V_G \cup \{\perp\}\) with \(p(v) \triangleq \perp\) for all \(v \in V_G\)
4. while \(|Q| > 0\) do
   5. choose \(u \in Q\) with \(d_Q(u)\) minimal
   6. if \(u = t_R\) then
      7. return reconstruct \((s_R, t_R, p)\)
   8. for \(v \in \delta_G^+(u)\) do
      9. \(E_v \leftarrow \{e = (u, v) \in E^1_G | d_u + \text{lat}_e + d_t(v) \leq \text{lat}_R\}\)
     10. if \(E_v \neq \emptyset\) then
         11. choose \(e \in E_v\) uniformly at random
         12. if \(d_Q(v) > d_Q(u) + \text{lat}_E(e)\) then
             13. \(d_Q(v) \leftarrow d_Q(u) + \text{lat}_E(e)\) and \(p(v) \leftarrow u\)
     14. remove \(u\) from \(Q\)

Probability distributions may be employed in Line 11 of the algorithm for the randomized selection process\(^{22}\).

\(^{22}\)In our evaluation in Section 6.5, the uniform distribution yielded the best results in terms of acceptance ratios and path quality.
Algorithm 5: Offline Reconfiguration Scheme

\textbf{Input} : Initially rejected request $R^-$,

Accepted requests $R^+$ with path $P_{R^+}$ for $R^+ \in R^+$

1 \textbf{sample} set of feasible paths $P_{R^-}$ for $R^-$ in the empty graph

2 \textbf{if} $P_{R^-} \neq \emptyset$ \textbf{then}

3 \textbf{compute} conflicting requests

$$P_{\text{conflict}} = \{R^+ \in R^+ | \exists P_{R^-} \in P_{R^-}, P_{R^+} \cap P_{R^-} \neq \emptyset\}$$

4 \textbf{try to} (re-)\textbf{embed} $P_{\text{conflict}} \cup \{R^-.\}$ with an offline algorithm

\begin{align*}
\text{max} & \, \sum_{R \in R} x_R & (\text{OBJ}) \\
x_R &= \sum_{P_{R} \in P_R} y_{P_R} & \forall R \in R \tag{HP-1} \\
\text{bw}_e & \geq \sum_{R \in R, e \in P_R} \text{bw}_{R} \cdot y_{R} & \forall e \in E_G \tag{HP-2} \\
x_R \in \{0, 1\} & \forall R \in R \tag{HP-3} \\
y_{P_R} \in \{0, 1\} & \forall R \in R, P_R \in P_R \tag{HP-4}
\end{align*}

6.4.3 Adding Offline Reconfiguration Support

The sample-select scheme as presented in Algorithm 1 can be used to find good embeddings of e2e path requests arriving one-by-one over time. In particular, the algorithms try to embed each arriving request if this is possible, otherwise they reject the request. However, greedily embedding one request after the other may not be optimal over time, and sometimes, it may be worthwhile to reconfigure existing paths in order to defragment the current allocation and make space for additional requests. Thus in the following, we propose a hybrid online-offline scheme which performs exactly that: requests which are arriving online over time are embedded using one of the sample-select approaches described above. However, in addition, we run an offline optimization procedure in the background: this reconfigures sets of paths in order to improve acceptance ratios and resource utilization further. Such reconfigurations may be the only possibility to accept a request on a heavily loaded network substrate.
To enable such reconfigurations, we extend the sample-selection scheme depicted as Algorithm 1 with the fallback scheme depicted as Algorithm 5. Given a just rejected request $R^-$, feasible paths are first sampled in the empty network, i.e., without any embedded requests. If feasible paths exist and the request $R^-$ could in general be embedded, all requests that conflict with any of the found paths are selected in Line 3. In Line 4 the algorithm tries to reconfigure conflicting requests in order to embed $R^-$. Note that the reconfiguration task corresponds to solving the offline QMRP, where all given requests must be embedded. While generally the Integer Program 1 could be used by requiring $x_R = 1$ for all $R \in \mathcal{R}^+ \cup \{R^\} \cup \{R^-\}$, its run-time is prohibitive. We have therefore developed Integer Program 2, which does not compute paths on its own, but is given the previous set of feasible paths $\mathcal{P}_R$ of each request $R \in \mathcal{R}$ as input. Again, by forcing $x_R = 1$ for all $R \in \mathcal{R}^+ \cup \{R^-\}$, we can compute whether there exists a reconfiguration of embedded paths that allows accepting $R^-$, thus increasing the overall acceptance ratio.

We note that the proposed formulation is an adaptation of the classic multi-dimensional knapsack problem [91] which, despite its NP-hardness, can be solved quite efficiently in practice using branch-and-bound solvers [119] when only dozens of paths are used for each request. In the evaluation (cf. Section 6.5), we use the HeurPaths program as follows: first we produce sets of paths for all requests (5 to 20 per request) using the previous path sampling algorithms on the initial empty graph, and then we employ HeurPaths to allocate the requests in an offline manner using the path set input. In this way we simulate a full offline reconfiguration of the paths that are sampled and selected initially by the online algorithmic variants.
6.5 Evaluation of Pathlet Stitching over IXP Multigraphs

In this section, we evaluate the performance of the pathlet stitching algorithms that we developed in Section 6.4, applied on the IXP multigraphs of Section 6.3. We begin with our experimental setup in Section 6.5.1, including our evaluation metrics and simulation parameters. We then present the associated results and insights in Section 6.5.2, including the most important take-away messages and observations which were yielded during the evaluation process.

6.5.1 Experimental Setup

What we Evaluate

We evaluate the performance of the online, offline and hybrid algorithms presented in Section 6.4 in terms of Acceptance Ratio (AR), substrate utilization, i.e., the ratio of occupied bandwidth to the total available capacity\(^{23}\), and computation time per request. High acceptance ratios, low utilization (so that there is room for more incoming requests) and short embedding times are desirable. We use a custom simulator\(^{24}\) and the inter-IXP multigraphs described in Section 6.3, on top of which CXPs can stitch pathlets; we then observe the performance of this stitching process in different algorithmic contexts. All our algorithmic variants ran on the scaled-down versions of the IXP multigraph based on the Euro-IX snapshot from April 19th, 2014 [79].

Parametric Search Space

The parametric search space of our simulations is composed of the cross-product of the following parameter dimensions: (i) pathlet latencies and (ii) pathlet bandwidths (capacities), (iii) requested latencies and (iv) requested bandwidths, (v) graph sizes (based on the Scale-Down

\(^{23}\)This metric takes into account only inter-IXP pathlets since the utilization on the access pathlets is coordinated directly between the client endpoint and the access ISP; the ISP reserves as much bandwidth as requested between the client and the available CXP anchors (access utilization=100%).

\(^{24}\)The associated Python-based code (simulator, parsers, etc.) is available online as open-source software [152] under the Apache 2.0 licence.
6.5 Evaluation of Pathlet Stitching over IXP Multigraphs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Space (online)</th>
<th>Space (offline/hybrid)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compared algorithms</td>
<td>Perturbed Dijkstra (PD)</td>
<td>HeurPaths-PD</td>
</tr>
<tr>
<td></td>
<td>Guided Walk (GW)</td>
<td>HeurPaths-GW</td>
</tr>
<tr>
<td></td>
<td>Guided Dijkstra (GD)</td>
<td>HeurPaths-GD</td>
</tr>
<tr>
<td></td>
<td>OptFlow</td>
<td></td>
</tr>
<tr>
<td>Scaling-down factor (SDF)</td>
<td>32, 16, 8, 4, 2, 1</td>
<td>32, 16</td>
</tr>
<tr>
<td>Request latency</td>
<td>unif(100,150), (150,200), (200,250), (250,300) ms</td>
<td></td>
</tr>
<tr>
<td>Paths per request</td>
<td>5, 10, 20</td>
<td></td>
</tr>
<tr>
<td>Number of requests per run</td>
<td>10,000</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6: Parameter space for the simulation of the online and offline/hybrid algorithms.

Factor SDF, cf. Table 6.3), and (iv) maximal number of paths generated per request (k-paths). Furthermore, we need to take into account the number of requests per simulation run for gaining sufficient statistical confidence in the yielded results, and the temporal characteristics of the requests for the online variant of the problem (e.g., arrival times, durations). This search space has to be explored for each evaluated algorithmic variant. Due to its large volume, we make some simplifications and constrain our search space as follows in the next subsections. The objective is that the simulations may run within reasonable time frames on multi-core environments (~several weeks) and can be effectively replicated by other researchers using the available software [152]. Table 6.6 summarizes the used parameters.

Latency

Pathlets connecting IXPs pass over ISP domains and are terminated at the edges of these domains, i.e., their IXP-facing PoPs. To model pathlet latency in a geographically diverse ISP, we utilize the Hurricane Electric (HE) looking glass server [126] and perform measurements between pairs of routers situated at major PoPs around the world. The variance of the measured latencies appears not to depend on the geographical distance \(d\). We therefore model the RTT as a linear function (parameterized by \(a\) and \(b\)) of the distance \(d\) combined with a random variable \(X\) to reflect the uncertainty in the model: 

\[
rtt(d) = a \cdot d + b + X.
\]

Through linear regression we find: \(a = 0.016\text{[ms/km]}\) and \(b = 26\text{[ms]}\). Figure 6.10 shows the measured RTT latency, the linear regression \(rtt(d)\) (without the
Figure 6.10: Round Trip Times (RTT) between HE PoPs versus inter-PoP distances. We separate the measurements into distance categories and then remove values outside the 10th to 90th percentiles for each category in order to reduce the number of outliers. We show the box plots, the propagation delay baseline and the linear fit that we used.

random variable) and the propagation delay\textsuperscript{25}. For $X$, we observe that within each category, the values are approximately normally distributed. Therefore, by least squares fitting, we model $X$ as a normal distribution $N(\mu, \sigma)$ with $\mu = 0$ and $\sigma = 14[\text{ms}]$. We approximate the one-way latency as: $\text{lat}_e = 1/2 \cdot rtt(d)$ assuming symmetric paths.

We note that while a more general intra-ISP one-way pathlet latency model is outside the scope of this work, in practice \textit{guaranteed} pathlet latencies might be much lower than the ones we observed via the HE looking glass server. The reason for this is that the measurement was performed while taking into account the presence of cross-traffic and consequent buffer accumulation on the queues of the HE router interfaces; a guaranteed pathlet though would be probably formed using dedicated QoS queues for the associated traffic and maybe shorter, more efficient

\textsuperscript{25}Assuming propagation of light within an optical fiber with reflection coefficient $n = 1.5$, as in the usual case.
paths inside the ISP. Therefore these latencies may be treated as upper bounds for more optimistic QoS-enabled pathlet latencies. We use this latency model for both access and transit pathlets (cf. Figure 6.1), since both types are intra-ISP pathlets that traverse the ISP’s domain; the first between the edge endpoint and the CXP anchor, while the latter between the CXP anchors, i.e., the IXPs. Request latencies are selected uniformly at random from four ranges (cf. Table 6.6) to evaluate diverse sets of requirements; ranging from real-time VoIP applications to applications that are less sensitive to latency.

**Bandwidth**

For simplicity, we consider unitary requests, where each embedded request occupies the full bandwidth of the edge(s) it uses. These can be for example TCP connections that occupy their full allocated bandwidth, while being long-lived (see assumptions on request durations later). This simplification removes offered and requested bandwidth modeling from the search space and allows us to assess our algorithms based only on the topological characteristics of the inter-IXP substrate, rather than the artifacts of modeled bandwidth distributions. In particular, we “fill” the multigraph with allocated bandwidth in order to discover its inherent potential for hosting arbitrarily placed requests. On the one hand, this practice removes the realistic dependency of the results on the interaction between cross-traffic flows on the same edges, but on the other hand it highlights the topological properties (such as path diversity and rich routing choice) of the multigraph which are of primary interest to our analysis. Non-unitary request settings and corresponding simulations and effects are the subject of future work. As a starting point, the effects of cross-traffic and low-level queue-based QoS differentiation are also investigated in other works (cf. Section 6.6.1). For simplicity, non-access IXP-IXP pathlets are also aligned with the unitary request bandwidth setting. In reality, their bandwidth/capacity can be determined by ISP competition and auctioning practices, which are out of the scope of this work but have been partly approached by other researchers in similar envisioned markets [78, 241].
Request Endpoints

We choose candidate IP addresses uniformly at random from the IPv4 address space adjacent to the AS members of the IXPs under examination. The CAIDA RouteViews AS-to-prefix data [51] was used for mapping these ASes to IPv4 prefixes; this information was then used for the randomized generation of candidate IPv4 endpoints of the incoming CXP requests. After we choose a source and destination address for a request, we retrieve their respective coordinates using the MaxMind GeoIP2 database [182] for the geolocation of IP addresses.

The IP coordinates, together with the IXP locations, are used for geographical distance calculations between endpoints and IXPs; these distances can then be used as input to the simulated pathlet latency model that we described beforehand. We assume that IP-IXP pathlets are not constrained by bandwidth, since the access ISP can offer exactly the bandwidth requested in direct collaboration with its client, even without CXP-based mediation. Thus, the “edge” is not the bottleneck in our use case; we mainly investigate the capabilities of a potential CXP-mediated “core” based on inter-IXP connections (i.e., transit pathlets).

Online Requests

The requests arrive in order and are handled one-by-one in an online fashion\textsuperscript{26}. Each embedded request persists during the lifetime of the simulation (“infinite” duration), so that the peak load in the online case corresponds to the offline case, allowing for fair comparison at the corresponding graph scales.

\textsuperscript{26} We use Poisson distributions to model the arrival times of the incoming requests. The Poisson process is characterized by a tunable load $\lambda$ (requests per time unit). This is a well-known model for simulating arrival times for incoming requests in a plethora of scenarios [39]. The start time of each request is determined for simplicity by the run-time of the embedding algorithm. That is, each request requires to be deployed as soon as possible, with the bottleneck being the calculation of the appropriate embedding. Support for fixed start times in the future is also provided in the simulation framework. The duration of the requests follows the log-normal distribution with tunable parameters $\mu$ and $\sigma$, as in the work of Brown et al. [39] regarding calls within classic telephony networks. To reduce the search space as already mentioned, we simulate “infinite” durations while the start times dynamically depend on the algorithmic performance that we want to evaluate.
6.5.2 Results, Observations and Insights

Figure 6.11 and Figure 6.12 present key observations regarding algorithmic performance, which we further explain and analyze below. Note that the ranges on the y-axes do not have a 0-baseline but are adapted per figure and that all results are based on 10 runs per simulation. We show average values with error-bars of 1 standard deviation. The baseline algorithm for the online case is the Perturbed Dijkstra, while OptFlow is the offline/hybrid baseline variant.

Which online path sampling algorithm allows for the maximal acceptance ratio, at the lowest utilization? The winner in terms of acceptance ratio is the Perturbed Dijkstra approach with a lead of 1-2% (cf. Figure 6.11a, Figure 6.11b, Figure 6.11c), as opposed to Guided Dijkstra and Guided Walk. In terms of utilization, Guided Dijkstra wins by about 2-5% followed closely by Perturbed Dijkstra, while the Guided Walk is worse within a best-case gap of about 10% from its Dijkstra-based counterparts (cf. Figure 6.11d), across scales (cf. Figure 6.11e). The reason for the prevalence of Perturbed Dijkstra regarding acceptance ratios lies in its $k$-shortest path discovery; the edge-disjointness perturbation criterion, accompanied by the path selection function (cf. Section 6.4.2), counteracts its tendency to consume precious (latency-wise) paths and leads to good embeddings. Both Dijkstra approaches embed low-latency, low-hop paths that consume small amounts of bandwidth on the substrate network. Especially the Guided Dijkstra performs shortest path routing on random samples of the network, further lowering utilization. The Guided Walk on the other hand, due to the fully randomized path sampling process, embeds feasible but higher-hop paths, with an important penalty on utilization and a small disadvantage in acceptance ratios. Its behavior in these two areas gets better as the number of calculated paths increases (cf. Figure 6.11b, Figure 6.11d), since its progressive, random path sampling process benefits from exploring richer path sets (cf. Section 6.4.2).

How do hybrid variants behave regarding acceptance ratios? HeurPaths with Guided Walk performs the best in terms of acceptance ratios and is very close to the offline optimal values. On the other hand, HeurPaths with Perturbed or Guided Dijkstra leads to lower acceptance ratios as seen in Figure 6.12a, with differences up to 10% for relaxed latency requirements. This is explained due to the optimal latency seeking stages of these algorithms that do not couple
Use Case 2: Control eXchange Points and IXP Multigraphs

(a) Acceptance Ratio vs Required Latency: paths/request: SDF=8, SDF=8, 20 paths/request, 10,000 requests

(b) Acceptance Ratio vs vs Required Latency: SDF: 20 paths/request, latency in (200,250) msec, 10,000 requests

(c) Acceptance Ratio vs Scale down factor: SDF=8, latency in (200,250) msec, 10,000 requests

(d) Utilization vs paths/request: SDF=8, latency in (200,250) msec, 10,000 requests

(e) Utilization vs SDF: 20 paths/request, latency in (200,250) msec, 10,000 requests

(f) Time per request vs Scale down factor: SDF=8, latency in (200,250) msec, 10,000 requests

Figure 6.11: Indicative results for the moderate-scale online simulations. The ranges on the y-axes do not have a 0-baseline but are adapted per figure and all results are based on 10 runs per simulation. We show average values with error-bars of 1 standard deviation (where not visible, \( s.d. \ll \text{avg} \)).

well with the heuristic hybrid allocation. Thus they fail to exploit the richness of the substrate, being biased towards the same low-latency edges. This leads HeurPaths to saturation and limits maneuverability in path allocation. The advantage of Guided Walk is preserved across scales (cf. Figure 6.12b) and latencies (cf. Figure 6.12a).

How do offline, hybrid and online algorithms compare with each other in terms of acceptance ratios and utilization? Our experiments on the 32-SDF and 16-SDF graphs show that the online algorithms perform as good as the optimal offline and hybrid in terms of
acceptance ratios, but have 20-30% lower utilization. The main reason for this is the path selection criterion for the online simulation (cf. Section 6.4.2), which prefers low-hop paths: the online variants hit the optimal value through low utilization, while the offline variants optimize based on sophisticated but computationally expensive allocation of requests, ignoring utilization. Note that with SDFs of 32 and 16 due to the small number of IXPs and the nature of the request model, many of the requests can be served directly using their access ISPs and a single IXP, without occupying bandwidth on the inter-IXP graph. Larger graph sizes were not feasible for OptFlow due to run-time scaling issues as we explain in the following.

**How do graph sizes affect run-times?** Increasing the graph size (i.e., lowering the SDF) leads to longer run-times as expected, with the online Perturbed and Guided Dijkstras scaling worse than the Guided Walk (cf. Figure 6.11f). This is because the Guided Walk simply finds *feasible* paths quickly, without taking latency *optimality* into consideration and has lower computational complexity (cf. Table 6.5). On the other hand, the optimal offline algorithm operates roughly at 1 to 3 orders of magnitude slower than the hybrid variants at scales of 32-SDF or 16-SDF (cf. Figure 6.12c), and does not scale at all for larger graphs. For the heuristic hybrid algorithm (HeurPaths), the bottleneck is the preemptive path sampling for all requests, while the path embedding stage has negligible time overhead. The use of HeurPaths in collaboration with the Guided Walk yields near-optimal acceptance ratios (cf. Figure 6.12a, Figure 6.12b) at efficient run-times; the latter is evident in Figure 6.12c, which presents the run-time of the Mixed Integer Programming computations versus the requested latencies. HeurPaths needs 10-100s to embed 10,000 paths, but the path computations can be heavily parallelized, or be augmented by existing online paths. For example, the Guided Dijkstra and Walk can be parallelized after their first Dijkstra iteration, reducing run-times on multiple cores. Such optimizations are further described as future engineering steps in Section 7.4.3.

**What is the effect of looser latency guarantees?** The acceptance ratio (cf. Figure 6.11a, Figure 6.12a) and utilization generally increase monotonically as the latency requirements become looser, i.e., less strict. This behavior comes to a halt when the substrate is heavily utilized. The utilization ceiling is first hit by the Guided Walk, then by
Figure 6.12: Indicative results for the small-scale offline/hybrid simulations. The ranges on the y-axes do not have a 0-baseline but are adapted per figure and all results are based on 10 runs per simulation. We show average values with error-bars of 1 standard deviation (where not visible, $s.d. \ll \text{avg}$).

What have we learned from the online-offline cooperation? We have observed that using direct online-offline cooperation as described in Algorithm 5 increases acceptance ratios marginally (\(~\sim 1\%)\) in overloaded (\(>70\%\)) substrates. An interesting observation here relates to the request load distribution. The optimal and heuristic offline algorithms have increased utilizations (20-30\% more than the online variants), and do not improve too much in terms of acceptance ratios when coupled with online request management. These variants solve the problem purely from the perspective of maximizing the acceptance ratio for the entire current set of requests at their disposal, but have no incentive to optimize for utilization at the same time. Thus they prefer to embed as many requests as possible, even at the cost of saturating the substrate. On the other hand, the pure online variants cannot see all the requests concurrently; therefore, they are doing their best to allocate each and every incoming request, or reject it when needed, without sacrificing utilization and jeopardizing future acceptance. A
lesson learned is that, depending on the CXP operator’s goals, the heuristic hybrid variant can be reformed to optimize also for utilization and not only acceptance ratios, in order to efficiently defragment the substrate when required.

**Summary:** which algorithm should we prefer? In our experiments, we observed different behaviors in terms of acceptance ratios in the online and hybrid case. In the online case, Dijkstra-based approaches prevail, while in the hybrid case fully randomized sampling performs better. More precisely, in the online scenario Perturbed Dijkstra is a better choice at small graph scales because of its high acceptance ratios and low utilization; at these scales the run-time of all algorithms is short. We would opt for Guided Walks only at large scales, when fast request allocation is desirable, especially if the incoming load of requests is high (e.g., due to higher penetration of CXPs). In this case, rich path sets (e.g., 20 per request) are important, since they allow the Guided Walk to achieve good acceptance ratios at reasonable utilization levels, close to its Dijkstra-based counterparts. Finally, HeurPaths is a much better candidate for scaling up the hybrid version of the problem as opposed to optimal offline OptFlow, because it achieves similar acceptance ratios—in particular when combined with the Guided Walk—at much shorter run-times.

### 6.6 Comparison with Related Work

In this section, we first place the CXP approach within the general scope of Internet-wide QoS in Section 6.6.1. We continue with relevant developments in the context of the IXP-based peering ecosystem of the Internet in Section 6.6.2. Finally, we report on related work in the field of QoS routing and path/flow embedding in Section 6.6.3. In particular, we compare such efforts with our algorithmic approach, applied on the special kind of multigraphs that we investigate.

#### 6.6.1 Internet QoS in the Scope of Our Work

Quality-of-Service (QoS) is an evergreen topic that has been discussed for decades [21, 254, 264], together with the challenges associated with its implementation [28, 253, 261]. Such challenges have hindered its Internet-scale adoption in parallel with classic best-effort IP routing
and peering agreements [168]. Our work is not intended to address the whole stack of end-to-end Internet QoS, from low-level implementation (queueing mechanisms, QoS-oriented MPLS-TE) to high-level policies (SLAs, traffic isolation). Instead, we propose CXPs as an IXP-centric approach that can be used to support the deployment of inter-domain QoS in the context of centralized pathlet brokers and resource controllers (cf. Section 6.2.1, Section 6.2.2). This research complements works related to the development of such entities [33, 129, 146, 167, 239].

CXPs could, for example, capitalize on prior work for the implementation [36, 65, 70, 125] and monitoring [194] of QoS-enabled pathlets. More details on this can be found in the discussion of Section 6.2.3 and the future steps of Section 7.4.3. The CXP scheme assumes per-ISP QoS essentially “for-free” and focuses on what can be done assuming that ISPs provide guaranteed pathlets with edges anchored to IXPs, irrespective of how they are implemented. This establishes a clean separation of concerns between intra-domain pathlet provisioning and inter-domain stitching that is consistent with the status quo and the 2-level routing hierarchy in the Internet. While till now the inter-domain level was managed solely via BGP, we propose that IXP-based overlay networks could be used in parallel for the provision of QoS-enabled guaranteed services that BGP is not technically capable of supporting.

6.6.2 Internet eXchange Points: New Developments

The research community has only recently begun to understand the importance of IXPs [57] in terms of: (i) the flattening of the Internet topology [71, 110], (ii) the prevalence of IXP-based peering links in the Internet ecosystem [7, 20], and (iii) IXP-related performance improvements, such as the reduction of average Internet delays and path lengths [8]. This understanding, coupled with the potential rise of SDN within IXPs, enabled by Software Defined Internet eXchanges (SDX) [118], could prove to be an avenue for multi-site CXP deployments and the gradual formation of an IXP-based multigraph with the properties presented in Section 6.3. Further innovative practices—such as remote peering [54]—using the control plane of the IXPs, i.e., their route servers [214], could further support this observation.
Moreover, we note the following regarding our proposed policy relaxation scenarios that we presented in Section 6.3.5. Hu et al. [123] investigate how a version of on-demand peering policy relaxation can take place at IXPs in order to recover from route failures. The approach that we follow in Section 6.3.5, based on our prior work on policy-compliant path diversity [144] (cf. Chapter 5): (i) is more general, and (ii) proposes to actively use the additional path diversity induced from different variants of valley-free policies, based on the sequential composition of inter-IXP pathlets as proposed in the CXP model (cf. Figure 6.1). In general, we believe that our work encourages research on IXPs and their role in the Internet, by proposing a new model of how the Internet topology may be viewed, measured and used. Further technical details like fast recovery from route failures—using the rich path choice of the multigraph—is part of future work (cf. Section 7.4.3).

6.6.3 QoS Routing and Embeddings

Finding suitable paths between a pair of endpoints is a classic problem in computer science; the problem has been studied intensively in the context of online call control [180], virtual-circuit routing [19,23] and also specifically QoS provisioning [99]. In the area of QoS routing, exact, approximate and heuristic algorithms have been considered for finding paths subject to (possibly) multiple constraints and objectives. Based on the dense nature of the CXP multigraph and the online fashion in which requests arrive, we have adapted two well-known heuristic algorithms frequently used in the context of QoS: k-shortest paths [76,99] and the look-ahead scheme employed by Korkmaz et al. [147]. In contrast to stochastic QoS routing algorithms as presented by Orda [197], we assume QoS guarantees over the ISP pathlets for our basic model. These guarantees may be monitored and verified by the CXP, but we have no incentive for stochastic approaches over virtual paths guaranteed by the ISPs themselves. Moreover, optimal solutions to the QoS routing problem are generally NP-hard to achieve, due to having to consider multiple objectives (minimizing costs, avoiding scarce low-latency links, etc.) or multiple constraints (latency, bandwidth, jitter, etc.) [99].

The heuristic offline variant of our problem (embed as many e2e paths as possible), is a variant of unsplittable flow problems [72]
and is related to the VPN [116] and virtual testbed mapping [63] problems. For a comprehensive survey, we refer the reader to the work of Fischer et al. [87]. A relevant virtualization architecture for realizing such embeddings is presented by Schaffrath et al. [217]. The hybrid online-offline approach that enables the reconfiguration of existing e2e embeddings for increasing acceptance ratios, was shown to be beneficial also in the domain of virtual network embeddings by Fan and Ammar [80]. Frikha and Lahoud have recently proposed to precompute QoS paths in order to improve performance [93]. In contrast, the paths that have already been computed in our work are reused at a later stage (possibly in different routing contexts), thereby not introducing any additional computational overhead.

Moreover, Ascigil et al. [18] debunk the conventional wisdom that logically centralized computations do not scale in terms of domain-level end-to-end Internet routes; this is an encouraging observation that helps to further support CXP-like approaches. The differences of that work with our research are the following: (i) the authors do not consider how their computation scheme can be ported to the current Internet, (ii) they use a more simplified version of the AS-level topology based solely on inter-AS relationships, while we invest in a new approach for treating multi-domain topologies based on peering datasets, (iii) their evaluation is orthogonal to ours focusing more on the (simulated) flow setup delay rather than request acceptance ratios, and (iv) they focus more on the system side than the routing and flow embedding algorithms. These works can be thus viewed as complementary to each other.

We further note that the comparison of the algorithms presented in Section 6.4 and evaluated in Section 6.5, with simple-graph approaches of previous work—not tailored to multigraph sampling—was not applicable due to the following reasons. First, simple-graph approaches would have to use orders of magnitude larger substrates for simulation, e.g., combining 2 “half-edges” and one AS node to simulate each pathlet. In such graphs $|V_G| = O(|E_G|)$, while in our case $|V_G| \ll |E_G|$. Therefore, we observed that the simple graph extension induces a considerable bias in the comparison with these approaches. Also, such graphs over-abstract ASes as simple nodes while in our case the multigraph abstraction is more intuitive and maps correctly IXPs (i.e., the peering points of

\[28\text{We also note that off-the-shelf Dijkstra can work quickly on simple AS-level graphs, while we need to deal with the multigraph context.}\]
multiple ASes) as nodes, while AS-traversing pathlets are mapped as edges, as expected. Furthermore, all nodes in the multigraph are of the same type, while the same property applies for the edges; this is a simple homogeneous model on which the algorithms that we developed can easily operate. We also note that the baselines against which we compare in Section 6.5 are optimal strategies for the offline/hybrid case, and basic dijkstra-based approaches for the online case.

6.7 Discussion Points on CXPs and Associated Services

In this section, we place emphasis on the new services that an incrementally formed IXP multigraph—mediated by CXPs—could support, such as telesurgery (cf. Section 6.7.1). We also examine in which ways this support could be provided. We refrain from further discussing system aspects of CXPs, since these are the subject of future work. Instead, we focus on the value of the IXP multigraph as the network substrate on which CXP systems may stitch end-to-end paths, to incrementally provision new inter-domain services (cf. Section 6.7.2).

6.7.1 Telesurgery on CXP-mediated Multigraphs

To get a better understanding of the usage potential that CXPs bring, we investigate the telesurgery \cite{120,181,255} example. Telesurgery is undoubtedly a use case with stringent requirements on both availability and latency. Availability is essential for ensuring uninterrupted operations and the patient’s safety. Latency is important for making remote surgery feasible with real-time feedback \cite{120}. In addition, the bandwidth requirements can be generally high, e.g., for transmission of video streams \cite{181}, but are of secondary importance.

One way to achieve high availability is for the CXP to allocate multiple disjoint paths on the multigraph and send redundant packet copies on each path; one copy is then selected by the receiver and is delivered to the application. A more efficient approach could be using Forward Error Correction (FEC) coding schemes such as Reed-Solomon. For example, a CXP could allocate 12 disjoint paths with 1/10 of
the required capacity each; then use a FEC scheme with 12 channels including 2 times redundancy at 20% bandwidth overhead.

A CXP can check online for path failures; if a path is degraded, it immediately allocates a replacement using the pool of available pathlets, leaving the rest of the operational paths intact. Obviously, less reliable pathlets within ISPs mandate more redundancy to achieve high availability. In contrast, traditional practices for establishing guaranteed paths for sensitive services are limited within a single domain, using either long-term tunnels and leased lines, which are static and usually prohibitively expensive [43], or short-term MPLS VPNs, which incur high administrative and financial overhead [61, 261] as compared to their temporal utility. Quick fail-over in case of emergencies is challenging [229, 261]. As a consequence, higher redundancy is needed a priori to achieve acceptable availability.

In a CXP context, the ISP’s network resources are virtualized. This example demonstrates how on-demand resource provisioning may be used to bring prices down, by bringing up the utilization of the resource and amortizing its costs, analogously to how CPU and storage are better utilized in the context of cloud computing [185]. Client flows can be dynamically assigned to (multiple) pathlets depending on the resources that are available within the “CXP cloud”.

Under certain circumstances, CXPs may be able to find lower latency paths than traditional routing. If a path is subject to a triangle inequality [175] violation (the majority of paths in fact are [16]), and there is a well-placed CXP anchor available to route over, the CXP can potentially provide a path with lower latency. This implies the need for a broad CXP deployment footprint. While starting with only a few selected IXPs can serve as an initial step for deploying CXP anchors, it may not be sufficient for optimizing latency [9]. In this case, expansion to private peering points and many geographically dispersed anchors might help with flexible waypoint routing over better-latency paths.

Bandwidth requirements could also be addressed by steering traffic towards IXP-based anchors. The spare capacity of the already installed IXP-ISP peering ports, amounting to Tbps [14], could be potentially used for serving multi-Gbps streams, if required. The CXP approach generally encourages the addition of high capacity peering links to the currently deployed switching infrastructure and enables more efficient bandwidth utilization and dynamic allocation, as described beforehand.
6.7 Discussion Points on CXPs and Associated Services

Finally, the application logic of a CXP that stitches paths e2e in order to support sensitive services, could be based on our developed algorithmic framework (cf. Section 6.4). In this case, the input of the algorithms would be the collected state of the pathlet network and the service request requirements, while the output would be the proper path embeddings that satisfy the requests in terms of latency, bandwidth and availability (in terms of multiplicity of edge-disjoint paths).

6.7.2 New Services and Incremental Deployment

There is an abundance of emerging services [266] which could benefit from bandwidth or latency guarantees on an inter-domain network substrate with global footprint. These may range from remote education and real-time feedback from public transport networks, to public safety and emergency channels. Since cloud providers are usually collocated with IXPs [57], coordination with cloud applications and real-time big data analytics and communication could be achieved using the current IXP peering base. This translates to on-site, scalable computation and storage capacity also for the Routing-as-a-Service offering of CXPs.

The deployment of new services could align to the following workflow, assuming a staged use of IXPs as CXP anchors. CXPs gradually approach last-mile access ISPs that serve the intended client base (i.e., IPv4/IPv6 endpoints). These ISPs connect, in turn, to a multitude of IXPs that bridge the clients with the rest of the multigraph. Guaranteed transit paths can be then achieved over regional ISPs within a continental setting, while transcontinental path segments can be covered by ISPs with larger coverage [228], similarly to the status quo. At first, pilot services may start within areas with strong IXP presence and large peering bases (cf. IXPs in Europe and US [79]). Smaller IXPs in different continents could be targeted afterwards via the shared ISP peering base, in order to connect remote peering ecosystems to the current multigraph and augment geographic coverage, where required.
6.8 Summary of the CXP Concept and its Potential

We considered a novel abstraction of the Internet topology; the IXP multigraph. This Internet-wide overlay network can aid the deployment and operation of logically centralized QoS pathlet brokers; the CXPs. CXPs may be based on SDN principles and mechanisms, with the goal of provisioning guaranteed end-to-end services across domains. This is another use case related to the cross-domain routing centralization approach that we presented in Chapter 3, constituting a potential RaaS offering spanning multiple ISPs and peering connections.

Based on our study using extensive peering datasets, we evaluated the potential of an IXP-based substrate—where CXPs may operate—in the following ways. (i) In terms of IP address coverage, we showed that even a small deployment (∼5 IXP anchors) could directly cover a high fraction (∼40%) of the Internet address space. (ii) In terms of AS-level path diversity, we showed the potential of generalized routing policies applied on a dense IXP multigraph. We observed an increase of at least one order of magnitude in path diversity, as compared to classic inter-domain routing practices, regarding the multiplicity of edge-disjoint paths. More disjoint paths indicate potentially higher availability for demanding applications. We further observed that our multigraph-related conclusions, deduced from a snapshot of Euro-IX, hold also for PeeringDB over a time frame of seven years. One important finding is the linear increase of the size of the peering ecosystem over time, with the edge multiplicity in the corresponding multigraph leading to an order of magnitude larger edge-wise path diversity over any IXP pair. This is intensified especially in the recent years. In particular, a heavy tail of well-connected IXPs and aggressive AS peers is responsible for the dynamic expansion of the multigraph over the years. (iii) We exhibited the importance of having suitable path sampling algorithms that take advantage of the new routing flexibilities and the richness of the multigraph, running over a simulated CXP RaaS platform.

We further evaluated the performance and applicability of diverse algorithmic variants—online, offline and hybrid—for different traffic requirements and graph scales; we have shown that centralized routing variants work efficiently on the global IXP multigraph view. Lastly, we placed our analysis within the scope of emerging and resource-
intensive applications, such as telesurgery, investigating the usefulness of a potential deployment based on IXP and ISP support. This is in line with the Internet’s status quo and its 2-level routing management hierarchy, with the inter-domain layer being managed in parallel in part by centralized CXPs and in part by distributed BGP interactions.

Finally, open questions for future research are the engineering aspects of building CXP systems and the investigation of the temporal dynamics of the IXP multigraph and the associated ecosystem from a market’s perspective (since we explored only some technical aspects of these dynamics, e.g., related to the evolution of path diversity). A potential course of action is emulating a CXP prototype on a small-scale IXP-based deployment, e.g., using multi-site SDXes [117] as traffic switching anchors and controllers; a pilot service to be considered would be IXP-oriented waypoint routing with certain latency or bandwidth properties on the paths. Generally, we see this work as an extension of the key value proposition of SDN across multiple domains, complementary to the SDX and PCE approaches. Furthermore, we believe that it is a strong use case supporting the routing outsourcing approach that we presented in Chapter 3. More details on future steps in the CXP context can be found in Section 7.4.3.
Chapter 7

Conclusions and Future Work

Everything that has a beginning has an ending. Make your peace with that and all will be well.
—Jack Kornfield, Buddha’s Little Instruction Book

In this chapter, we first summarize what we have done and what we have learned from this research work (cf. Section 7.1). We continue with a recap of our research contributions, including the publications that were produced in association with this thesis (cf. Section 7.2, Appendix A). We then perform a critical assessment of our research directions, stating and verifying some important observations around the field of our work (cf. Section 7.3). We conclude with an overview of future work associated with this thesis and the outlook of the performed research (cf. Section 7.4).

7.1 Summary and Conclusions

In this thesis, we began with the motivation behind evolvable inter-domain routing and the promise of SDN and routing control plane centralization in this context. In particular, our aim was to deal with challenges related to BGP such as slow convergence, or lack of end-
to-end service guarantees, within a setting governed by inter-domain policies. The basic premise was the difficulty in changing BGP; this challenge mandated the need for incremental deployment, with SDN principles and mechanisms being the vehicles to implement the required changes in an Internet-like setting.

Therefore, we proposed a new architectural approach where a contractor can control (parts of) the inter-domain routing logic of multiple ASes based on their policy requirements and network state, using SDN and Routing-as-a-Service outsourcing mechanisms. As more and more ASes choose the same contractor, AS clusters are gradually formed. These contractors can talk to legacy ASes via BGP, while providing inter-domain optimizations and new services within the clusters in parallel; these optimizations, such as more stable routing and improved convergence, may also benefit non-client ASes. Such contractors may also work independently from BGP by performing overlay stitching of partial paths crossing ISP domains, in order to form end-to-end routes with specific properties. We investigated both the benefits and challenges associated with the basic approach, along with use cases that spawn from its (potential) incremental adoption.

As a first use case, we evaluated the interplay between SDN-based routing centralization and classic BGP routing in terms of convergence\textsuperscript{1}. To support that, we developed a hybrid BGP-SDN emulation framework and a multi-AS SDN controller running on top of it. We made the emulation framework and the controller logic publicly available as open-source software [96]. Our fail-over experiments on synthetic hybrid AS-level graphs of diverse scales and types indicate that inter-domain routing centralization can improve convergence times even at small SDN penetration levels. Churn rates are comparable or slightly worse than pure BGP at small scales, with benefits shown at larger scales. We observed that the partial logical centralization of routing control accelerates convergence because of two main factors. (i) The state propagation process is accelerated due to the central point where parts of the state are gathered and are then directly communicated outside. This acceleration benefits both client and non-client ASes, but may increase the associated churn in some cases. (ii) The controller has a global overview of its client cluster and the inter-domain network that is seen by its clients; this view can be efficiently used for well-

\textsuperscript{1}The corresponding quantitative results can be found in Chapter 4.
informed decisions related to path exploration of AS-level routes, based on the cumulative routing feedback from the clients and the external BGP speakers. The ability to study the BGP-SDN interplay may be important also for other works capitalizing on gradual penetration of SDN centralization within legacy distributed networks. Our work serves as a proof of concept along such a direction.

We further considered the fact that the NOS platform of an inter-domain RaaS contractor provides an ideal vantage point on (parts of) the inter-domain graph. Therefore, we can use it for a number of logically centralized calculations pertaining for example to shortest path routing, or the discovery of the available path diversity for multipath inter-domain routing and other network services. In practice though, such calculations are far from simple; the graph that the contractor sees is actually governed by the policies of the individual participants that it serves, e.g., based on valley-free policies and relationships between peers, customers and providers. The effect of routing policy on the properties of such (inter-)network graphs is not well understood. We thus developed an algorithm for transforming the AS-level graph (and in general any arbitrary network graph) in order to calculate policy-compliant min-cuts and estimate the available path diversity and bisection bandwidth within a policy regime, assuming policies expressible as regular expressions and NFAs. Classic off-the-shelf algorithms, such as Ford-Fulkerson for min-cuts or Dijkstra for shortest path routing, can run unmodified over the transformed graph and yield policy-compliant paths and flows. Our approach can be applied in a variety of scenarios, some of which are briefly showcased in this thesis. These include the investigation of Internet topology and alternative policy models in the Internet; we have made the software used to simulate such experiments publicly available as part of the CXP open-source software suite [152].

As a second use case, we considered a novel abstraction of the Internet topology; the IXP multigraph. This Internet-wide substrate can potentially aid the deployment and operation of logically centralized QoS path brokers. Such brokers may be based on SDN principles and mechanisms, with the goal of provisioning guaranteed end-to-end services across domains. We called this family of brokers/controllers deployed over IXPs, Control eXchange Points (CXPs). Based on our study using extensive peering datasets, we evaluated the potential of an IXP-based substrate—where CXPs may operate—in the following ways. (i) In
terms of IP address coverage, we showed that even a small deployment (~5 IXP anchors) could directly cover a high fraction (~40%) of the Internet address space. (ii) In terms of AS-level path diversity, we showed the potential of generalized routing policies applied on a dense IXP multigraph. We observed an increase of at least one order of magnitude in path diversity, as compared to classic inter-domain routing practices, regarding the multiplicity of edge-disjoint paths. More disjoint paths indicate potentially higher availability for demanding applications. We further observed that our multigraph-related conclusions deduced from a snapshot of the Euro-IX dataset, also hold for PeeringDB over a time frame of seven years. One important observation here is the linear increase of the size of the peering ecosystem, with the edge multiplicity in the corresponding multigraph leading to an order of magnitude larger path diversity over any IXP pair, edge-wise. A heavy tail of well-connected IXPs and aggressive AS peers is responsible for the dynamic expansion of the IXP-based multigraph over the years. (iii) We exhibited the importance of having suitable path sampling algorithms that take advantage of the new routing flexibilities and the richness of the multigraph, while running on top of a CXP routing platform. Using simulation, we further evaluated the performance and applicability of diverse algorithmic variants—online, offline and hybrid—for different traffic requirements and graph scales; we have shown that centralized routing variants work efficiently on the global IXP multigraph view. Lastly, we placed our analysis within the scope of emerging and resource-intensive applications, such as telesurgery, investigating the usefulness of a potential deployment based on IXP and ISP support which is in line with the Internet’s status quo. We made the experimental CXP simulation framework publicly available as open-source software [152].

Generally, we see our work as another step towards extending the value proposition of SDN on the inter-domain level, based on the radical idea of logically centralizing parts and functions of the inter-AS routing control plane. We note that this is one of the most challenging arenas for SDN to penetrate, due to the difficulty of making changes on how core routing works; politics and established practices can put a brake on novel technical approaches. Nevertheless, our current findings encourage further research along the direction of inter-domain SDN, specifically in the context of routing convergence, IXP-based SDN deployment for the provision of new inter-domain services, and centralized computations of multi-domain network metrics based on the global view offered to
a RaaS contractor. Therefore, as a key take-away message, we believe that this work supports our initial hypothesis: Inter-domain routing centralization, performed in a staged and consistent manner, can help to evolve and improve Internet routing on the AS level.

7.2 Review of Research Contributions

The contributions of this thesis, as already stated in the summary in detail (cf. Section 7.1), are briefly the following:

- Proposal of a new architectural approach for Internet routing, based on inter-domain logical centralization of parts and functions of the control plane and its management logic (cf. Chapter 3). The core of the approach is a multi-domain RaaS contractor and controller.

- Investigation of a use case associated with improving the convergence behavior of inter-domain routing and BGP, as the proposed approach is gradually applied within a multi-domain setting (cf. Chapter 4). The software for the related fail-over routing experiments on an emulation framework is publicly available [96].

- Investigation of the central computation of policy-compliant min-cuts (and thus path diversity and bisection bandwidth values) on network graphs governed by policies. This includes the case of a RaaS contractor with a global overview of parts of the AS-level Internet, subject to valley-free or even more liberal policies (cf. Chapter 5). The software for conducting such experiments using simulation is publicly available [152].

- Investigation of a use case associated with the provisioning of guaranteed inter-domain end-to-end Internet services. This can be realized with the cooperation of IXPs, acting as deployed programmable traffic switching points with rich connectivity and reach, and ISPs, as providers of partial guaranteed paths over their domains. The stitching of these paths happens under the supervision of CXPs, the Control eXchange Points (cf. Chapter 6). The software of the related experiments, on a simulation framework, is publicly available [152].
In general, we studied a new approach applied to an old, but timely, research topic from multiple perspectives; the objective was to deal with real-world challenges associated with the current state of inter-domain routing. We do not claim that all challenges have been addressed or that all problems have been solved; in fact, our work opens up a number of new research and engineering directions that the community can continue to work on for the coming years (cf. Section 7.4). We also note that where it was applicable, we followed an open-source philosophy for our software implementation. Our intention is that researchers can independently verify our findings and build upon our emulation and simulation frameworks to support their own novel use cases and experiments in the context of SDN and inter-domain routing.

The full list of publications and software-related contributions that were produced during the process of writing this thesis can be found at Appendix A.

7.3 Critical Assessment and Observations

While thinking about the overall project, i.e., the design, implementation and evaluation of the RaaS approach, together with the different use cases, the following observations have to be made before suggesting to other researchers to work in this area. The goal of this section is a critical analysis of some aspects of this thesis to aid future related research, rather than a full report on all pros and cons of this work. In particular we verify—through the prism of our work—some observations that have been made over time by other researchers working in the area of SDN and network management, with the hope that they will also be of use to other prospective researchers.

**Know thy Abstractions.** The power and promise of SDN relies on defining the proper abstractions; the *southbound* and *northbound* interfaces, as well as the state distribution abstractions are examples of such concepts. In order to demonstrate the potential of our architectural approach in Chapter 4, we abstracted away the domains that are clients of a RaaS contractor as well as the legacy BGP ones as nodes, or “big switches/routers”. We have pointed out the strengths and weaknesses of this simplification in Chapter 4, noting that such abstractions are consistent with the information-hiding nature of BGP and the privacy-related needs of candidate RaaS client domains. For example,
these domains might wish to simply “test” the performance of a RaaS contractor, by sharing the least amount of required information for the proper operation of inter-domain routing interactions, while maintaining full intra-domain control independently from the contractor. Such abstractions are tunable and extendable, depending on the information that the RaaS client would like to share, and do not fundamentally limit the use of the SIREN framework in particular or the application of the inter-domain RaaS approach in general.

Furthermore, we capitalized on the abstraction of ISP domains as sets of pathlets connecting IXP-facing points of presence in the CXP context. This abstraction is consistent with the status quo: we advocated a clean separation of concerns between the ISP’s governance within its domain, and the CXP’s control on the inter-domain level. This abstraction is also tunable in terms of the pathlet annotations, or the offering of visible waypoints within the ISP’s domain, making the CXP stitching process more fine-granular. In general, the CXP-based pathlet abstraction relaxes the requirement for the outsourcing of the full routing control plane of a domain, and may be more appealing to ISPs for political reasons that we analyze afterwards. Finally, both for the CXPs and the generic RaaS approach we assume a proper southbound interface for control and monitoring such as OpenFlow, while services interact with the respective routing controller via a northbound interface, such as the ones offered by controllers such as POX [5] or ONOS [33]. The state distribution challenge may be either abstracted away using the event-based processing of POX, or actively dealt with to the programmer’s knowledge, by frameworks such as ONIX [146].

**Know thy Data.** Acquiring data from public sources of information, such as peering information providers for our CXP use case (Euro-IX, PeeringDB, PCH), requires a lot of engineering effort for parsing and processing the data, but is otherwise a straightforward task. It is quite challenging though to define the strengths and weaknesses of the extracted datasets, e.g., in terms of accuracy or completeness. This is the reason why we also invested some of our research efforts on this front, e.g., using BGP information to verify the (IXP, ASN) memberships. In general, we warrant caution when working on combined or “super” peering datasets, since the new compiled dataset inherits inaccuracies and artifacts from each original source. These problems may be amplified if inaccurate data is used, e.g., for mapping common
entities between the datasets. This is one of the reasons that we studied PeeringDB in isolation from Euro-IX and PCH. A first effort in the dataset mapping context was performed by Klöti et al. [143] with our collaboration. Interestingly, the situation of incomplete peering datasets might be analogous to the incompleteness of the Internet AS-level topology. In fact, over a decade of research efforts have shown that the AS topology, which can be measured from the available datasets, is largely incomplete, even if multiple datasets are combined. Besides, further research is needed to understand the accuracy of individual attributes in the individual datasets, e.g., prefix or contact information, and how to integrate inconsistent attributes.

Moreover, in the context of the AS-level topology, we are aware that the synthetic graphs we used in the SIREN convergence evaluation case may be an over-simplification of the reality. Nevertheless, the results we have are useful for examining different graph patterns occurring frequently in the (hypothetic) full dataset. We also note that this full dataset is not actually available. Using the AS relationships dataset from CAIDA for topology-based research is usually not recommended since it was originally compiled for other purposes, i.e., research on AS-level relationships and policies. Nevertheless, researchers has extensively used these data in lack of the full knowledge of the accurate topology. Thus, we only made careful use of this information for calculating AS-level min-cuts, while we explicitly pointed out its limitations in the context of our analysis. As a take-away message, future researchers should always carefully investigate the properties of the datasets at their disposal and point out their limitations in the context of their respective use case.

**Politics Matter.** The inter-domain RaaS approach that we propose has to take not only technical, but also political and financial factors into account (cf. Chapter 3). In fact, besides the engineering challenges of the implementation of a SDN-based routing outsourcing system, researchers working on similar ideas have to face problems related to the nature and structure of the Internet market itself. For example, there may be potential conflicts or difficulties associated with bridging the new outsourcing practices with the current, well-established business logic of an ISP. Moreover, in terms of conflicting policies or SLA violations between two client ISPs, an important matter is that of the behavior of the RaaS contractor. Should it function as a “court” and solve the problem as a “judge”, or serve as a passive observer, emulating the
classic BGP setup where these conflicts unfold as tussles [67] and may result even in depeerings and service disruptions? What happens when the ISPs are not willing to divulge these policies to the contractor? These matters are related to factors beyond engineering and technical research, but are interesting from a political point of view.

Furthermore, we note that making changes on how inter-domain routing works is extremely hard, as previous research has shown (cf. Chapter 2). Even when equipped with novel technical approaches, politics and established practices can slow or hinder the adoption of a new paradigm. In our case, we understand that the changes that we propose may not have an actual impact on the Internet market for years. Our research encourages though incremental deployment, with a relatively high ratio of (potential) impact as opposed to the number of deployment points (e.g., IXP-based CXP anchors). Also, it takes advantage of the ever-rising interest of the community in SDN and its potential applications within the current Internet, particularly across domains. We plan to further build upon this approach from a commercial point of view in order to get a better grasp of the status of the market and its willingness to partly adopt such a proposal.

**Keep up with the Hype, but See Beyond.** Our work on this thesis was performed within a turmoil of interest and scepticism towards SDN and its promise as an “evolutionary” or “revolutionary” network control and management paradigm. In fact, we observed (i) large numbers of SDN-related startup companies rise and either get bought by larger companies or fall into oblivion, (ii) classic networking products, such as switches and routers, being marketed under different labels to fit the SDN era, and (iii) research on old, even cold, topics being revitalized from the perspective of the new SDN concepts. Discussions on whether SDN scales or not, or how it performs in terms of security, are still raging on. We note that this hype about SDN is quite active and will remain so during the upcoming years. We thus warrant caution for new researchers that aim at working on related fields. Ideally, every researcher should keep up in terms of knowledge and expertise with these rapid changes, distill what really matters amidst such a “chaos”, and retain only the basic principles that he/she needs for his/her work, making order out of the influx of information and marketing proposals. In fact, research should see beyond the hype and recognize interesting directions on which the community may work during the coming years.
We believe that this is one of the main outcomes of this work: i.e., distilling the basic principles of a new inter-domain RaaS approach, investigating related use cases and proposing research directions that are associated with the applications of SDN in the very challenging arena of inter-domain routing and ISP operations.

**Reality and Emulation/Simulation Trade-offs.** Ideally, new routing schemes such as the one that we propose in Chapter 3 should be tested on real (inter-)network equipment, at Internet-wide scale. We note though that achieving this testing scale, especially in the context of AS-level topologies, is an extremely challenging task. Furthermore, deploying a pilot implementation on the real Internet, e.g., interfacing via BGP with actual ISPs, comes with its own set of limitations and associated problems. In fact, it may exceed the temporal horizon of a PhD thesis requiring more focus on efficient engineering and addressing matters of policy and operations, rather than on performing basic research.

Therefore, in this work we used primarily emulation (cf. Chapter 4) and simulation (cf. Chapter 5, Chapter 6) to test our assumptions and hypotheses pertaining to the proposed approach of Internet RaaS. While these methods allow to address challenges of scale better than real-world testing, where the limitations are usually not only technical but also financial (e.g., CAPEX), they of course have their own trade-offs. While a detailed review of the general pros and cons of the used methods is out of the scope of this work, we refer the reader to works such as the one from Roy et al. [216], on the challenges of the emulation of large-scale SDNs. However, we note that the main strength of experiments based on well-defined emulation or simulation environments is their reproducibility by other researchers, assuming the proper documentation. This is why, where applicable, we followed an open-source approach regarding the experimentation code, making our software available to the community. We believe that it is more important to be open, even when some of the simplifications and assumptions might account for a less realistic experiment, than be based on closed proprietary datasets and software that—albeit being more realistic—are not useful for openly verifying and expanding previous research.
7.4 Future Work and Outlook

We see the following research and engineering directions as interesting future work. We remind the reader that before attempting to follow up along these lines, he/she should first go through the critical assessment points that were described in Section 7.3. We believe that the following directions could be the basis for several theses in the field of inter-domain RaaS, using SDN principles and mechanisms. In fact, many of these topics are currently investigated under the umbrella of the associated Netvolution project [189]. Before elaborating on the tasks involved per section, we describe the main insights that are expected to be learned within the respective research area.

7.4.1 RaaS Controller and the SIREN Framework

The main insight that the implementation of the following future work tasks is expected to yield is the practical upscaling of the RaaS architectural approach at Internet scales, both from a technical (i.e., based on engineering) and financial (i.e., based on real outsourcing policies and services) point of view.

Controller Design and Implementation Trade-offs. Future work includes the quantification of the scalability, resiliency and centralization trade-offs for the controller of the multi-AS cluster [167]. This process may be based on the lessons learned from the ONOS [33] and ONIX [146] NOS projects, as well as related projects in the context of SDN controllers as distributed systems [203,239]. For example, the proper placement of the controller in a multi-domain setting, in order to deal with latency and distribution trade-offs, is an interesting avenue to explore [122], as well as possible fail-over setups and the resulting state consistency of the control and data planes upon fail-over events [211]. A first direction in this context is the 2-layer contractor-delegate hierarchy that we proposed in Section 3.3.4 of Chapter 3. Moreover, scaling the state management logic to multiple hundreds of thousands up to millions of prefixes can be achieved in two (complementary) ways: (i) using cloud-based deployments for dealing with the state storage requirements of the graph implementations on the controller’s side, and (ii) using efficient prefix/flow space aggregation techniques by reusing graphs for prefixes or flows that have the same forwarding behavior on the AS
level. The latter approach may reduce the need for excessive storage resources as well as the computation times after inter-domain events.

**Multi-Controller, Multi-Cluster Experiments.** Future work includes modifying the technical implementation of the SIREN framework in order to support multiple SDN controllers and corresponding clients. At a first stage, coordination between these controllers could be achieved with classic BGP using the native per-cluster BGP speakers that the framework provides. At a next stage, new protocols for the coordination between multi-domain routing controllers could be employed instead of BGP; this would though require custom software for implementing this protocol on top of SIREN. Such experiments could investigate the effect of distributed clusters on convergence, and try to verify claims related to gradual centralization of different parts of the Internet and its impact on the behavior of routing convergence. In this case, convergence would be the result of the interplay between the multiple clusters with each other, between the clusters and external (BGP-governed) ASes, and between the external ASes among themselves. This experimental setup would yield even more realistic results.

**Strategic Selection of Client ISPs.** In the experiments of Chapter 4, ISP domains were selected uniformly at random from a set of available ISPs in different formations (graph scales and types). Future work could investigate whether smarter selection of ISPs would benefit convergence behavior with a very small percentage of SDN RaaS penetration within a multi-domain network. In particular, one could systematically explore strategies as the ones we employed for gradually attracting IXPs and their members in Chapter 6. In the convergence case for example, ISPs which have higher node degrees and node centrality index in the multi-domain network graph may be more appealing targets for the RaaS penetration, since the controller can take advantage of their location to drastically augment its bird’s eye view and stabilize the network faster after a convergence trigger event. In summary, future work in this context could examine which characteristics make ISPs more appealing targets for RaaS deployment and the maximal ratio of impact to penetration; ideally a contractor should use ISPs that benefit the convergence behavior the most. Note though that such ISPs may be unwilling to adopt an outsourcing scheme unless substantial profit is imminent, since the related expertise is already “in-house” for big players that already have excellent inter-domain connectivity.
Policy Support. Support for the policy-compliant path calculation is another aspect of further technical extensions on the controller’s side, combined with the policy interactions between inter-domain services running on top of the controller. The latter may be implemented based on policy composition and application modularization techniques, e.g., as implemented by the Pyretic framework [210]. Consistent policy composition and state update implementation by distributed SDN control planes could also be based on natural transactional interfaces, as proposed by Canini et al. [52]. Efficient algorithms for computing policy-compliant shortest paths and path diversity for arbitrary topologies, treating network policies as regular expressions and associated NFAs, have been already demonstrated in Chapter 5. We have investigated the support for the calculation of valley-free shortest paths, based on c2p, p2c and p2p policies, together with more relaxed versions of these policies. Future work could investigate more complex policies that are not well-known in the research community due to lack of public datasets. In this context, researchers could examine whether newly arising inter-ISP policy conflicts can be resolved in an efficient manner, or how they affect network properties such as path diversity.

New Abstractions and Services. A multi-domain routing control platform can become a vehicle for the deployment of novel services, which are hard to implement in today’s environment. This requires the identification of the proper abstractions that will be offered to the services running on the RaaS platform. In this context, we can take advantage of layered control channel architectures using network programming languages [90] and compilers [186], identifying the proper northbound interface between the control platform and the multi-domain services. The virtualization/slicing abstraction [11] is another piece of the puzzle. One potential service that would be interesting to run on a cross-domain level using our platform, is collaborative defense against new DDoS attacks, such as the Crossfire link-flooding attack [136]. Such a service could for example take advantage of SDN-based traffic engineering for joint detection and mitigation [106]. Moreover, another aspect is the technical management of the advertisements of the controllers providing RaaS to the potential client domains, assuming a setting with multiple on-demand contractors that dynamically manage service-related slices of prospective clients’ networks. The northbound interface should facilitate the requirement for dynamic selection of contractors. Apart from that, we point the reader to the recent work
by the IETF in the direction of eBGP controllers, based on the link-
state routing abstraction, for the efficient deployment of inter-AS traffic
engineering as a use case [165]. We note that the IETF work is oriented
towards multi-AS setups consisting of multiple BGP ASNs under the
same administrative control (e.g., the same ISP with multiple AS
siblings), while our work is a superset of this case. Nevertheless, finding
a common modus operandi would be desirable for the expansion of our
inter-domain RaaS approach, which assumes multiple independent ASes
served by the same contractor. A multi-sibling eBGP/SDN controller
could be a first step in this direction, with a single ISP acting as a
“self-contractor”; that is, it provides RaaS to its own sibling domains.

**Taking Convergence out of the Critical Path.** We would
further like to explore maximally redundant techniques for fast re-
routing on the IP layer, such as the ones that are currently under
discussion in IETF [130]. The objective there is to minimally disrupt
traffic upon re-routing, thus making the convergence process itself less of
an issue. Moreover, we plan to investigate complementary IETF efforts
on making Internet routing more scalable, such as LISP [81]. LISP can
be used to reliably forward traffic to prefixes, even while the network
is converging. It is also backwards compatible with BGP, reducing
the amount of the needed signaling. We note that such mechanisms
could be safely deployed within the sphere of influence of a SDN-based
RaaS controller, benefiting client ASes while shielding the rest of the
Internet from any associated issues during the hybrid deployment phase.
Moreover, the relationship between convergence and packet loss should
be further investigated within a hybrid BGP-SDN environment. Further
research could also focus on the interaction between new convergence
mechanisms (e.g., CRWI timers on the SDN cluster controller) with
legacy BGP mechanisms such as the MRAI timer.

**SIREN Framework Extensions.** In the context of the SIREN
framework, future technical work includes scaling up its capabilities in
terms of the sizes of the networks it can support, in conjunction with
ongoing advances in the Mininet emulation software base. Furthermore,
in this work we primarily focused on eBGP and OpenFlow, but the
framework could be extended to also support classic intra-domain
routing protocols such as iBGP and IGP (OSPF, IS-IS). This would
also extend the scope of the available abstractions, going beyond the
“AS as a big switch” abstraction to perform more detailed and realistic
experiments. Furthermore, we would be interested in extending the emulation framework with real network equipment and actual inter-domain routing interactions, for example in collaboration with the MiniNext initiative [220] and the PEERING testbed [219].

Financial Incentives. Besides the incentives described in Chapter 3, supporting RaaS-oriented outsourcing, future work could investigate the following. (i) Research concrete financial gains in terms of absolute numbers (e.g., dollars per outsourcing step), based on actual data from ISPs. We note that this is a hard task due to the sensitive nature of such data. (ii) Investigate the economies of scale that an inter-domain RaaS approach may create in terms of gradual expansion, critical mass of clients per contractor, and the Nash equilibrium point, as well as if and when such a point can be reached together with its stability characteristics. (iii) Model the game between the involved entities, such as competing RaaS contractors, using game theory primitives taking both the flow of money and service value carefully into account.

7.4.2 Policy-compliant Min-Cuts and Graph Transform

The main insight that the implementation of the following future work tasks is expected to yield is the understanding of the effect of real operational ISP policies on the performance of the graph transformation algorithm and the generality of its application in different use cases.

NFA Decomposition. As a follow-up on the maximal biclique finding problem, described in Section 5.4.5, future research could investigate general solutions and heuristics dealing with the NP-hard nature of the problem. Moreover, another course of action could be devising a dual methodology for decomposing the transition sets of the NFA into cartesian products of subsets of the full set of states. As we explained, this problem is closely related to the biclique finding challenge, but maybe faster and/or more accurate heuristics can be found for tackling it using set-theoretic algorithms. Besides constructing the appropriate decomposition, one could also investigate how to limit its effect on the looseness of the calculated min-cut bounds. For example, one idea would be to mark the traversed paths that are subject to inflation while running the corresponding max-flow/min-cut algorithm. Afterwards, this information might be used to normalize
the yielded results closer to accuracy. Of course, this process requires modifications to the min-cut algorithm, but this is the trade-off for achieving more accurate results in the face of complex, non-aggregatable NFA transitions.

Exact-form NFAs. Further research could also be performed in the context of the following questions. Which policies correspond to exact-form NFAs (cf. (5.21) of Section 5.4.4), with fully aggregatable state transitions? Can we generalize these policies to a class of NFAs with certain properties? Are there policies for which only an approximation is feasible? Can this class also be generalized in a similar fashion? Such questions have been partly answered in this work, with proper examples described in Chapter 6 related to relaxations of valley-free policies; some lead to exact min-cut values while others do not. Future work could investigate the ability to generalize these policies and check how frequent each class is used, e.g., an ISP’s day-to-day policy-based operations. Moreover, are regular expressions, and consequently DFAs and NFAs enough to model the majority of used policies, from a network administrator’s perspective? Which class of policies is useful but cannot be expressed via regular expressions? This would require deep insight into realistic ISP policies which are usually sensitive secrets, but would help to estimate the generality of such approaches. In case the NFAs are sufficient, then one could further investigate the complexity of state transitions that are used in practice, if such datasets are available.

Generalize Implementation. Another aspect of future work is the generalization of the technical algorithmic implementation (i.e., the Python framework), so that it can be applied in different use cases, beyond valley-free versions in the context of inter-domain routing and AS-level path diversity calculations. For example, an interesting avenue in this regard is the encapsulation of a graph transform version within a MPTCP stack, or its integration with an open-source SDN controller framework. In the latter case, the min-cut calculations might be used to aid the controller’s decisions regarding multipath flow routing applications, e.g., used in an intra-/inter-domain RaaS implementation.

7.4.3 CXPs on IXP Multigraphs

The basic project—that could potentially form the basis of another PhD thesis—is the design and implementation of a fully fledged CXP system.
We note the following relevant engineering and research tasks. These points augment the CXP description of Section 6.2.3. The main insight that the implementation of these future work tasks is expected to yield is to find out whether the deployment of CXP systems can reach Internet scales in practice, both from a pure technical and a political/financial point of view.

**CXP Workflow.** One aspect of future work is the evaluation of the CXP system’s workflow, time-wise. Example steps include: (i) the reception of the client’s request, (ii) the retrieval of the state of the pathlet network, (iii) running the embedding algorithm, (iv) accepting/denying the request, and, if acceptance is possible, (v) pushing the new associated state to the CXP anchors, including the state related to the backup fail-over paths.

**Client-to-CXP.** A CXP should handle the communication between the client and the controller, after defining the proper interface(s) to be used. The interface-related calls could include the announcement, update, and withdrawal of the request from the client’s side, as well as the corresponding response from the CXP controller.

**ISP-to-CXP.** A CXP should handle the communication between the ISP, i.e., the pathlet provider, and the controller, after defining the proper interface(s) to be used. The related calls in this context could include the advertisement, update, and withdrawal of pathlets from the ISP’s side, as well as the corresponding response from the CXP.

**IXP-to-CXP.** A CXP should handle the communication between the IXP-based data plane anchor and the controller, after defining the proper interface(s) to be used. Since the anchor is the manifestation of the CXP’s control on the data plane, we could have separate interfaces for the control, management and monitoring of the associated devices, with the choice of synchronous or asynchronous communication.

**Algorithms as SDN Applications.** A CXP operator could run the embedding algorithms that we presented in Chapter 6 over a production SDN controller as SDN applications. In this context, a CXP operator could use the online variants for quick, on-the-fly embeddings and the offline variants for periodic defragmentation of the pathlet network, as well as for evaluating the performance of the online variants in terms of utilization and acceptance ratios.

**Monitoring.** A CXP should handle the supervision of: (i) the quality of the flows on the anchor’s level (including, e.g., loss rates
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or congestion at the device’s ports), (ii) the quality of the pathlets provided by the ISPs, and (iii) the end-to-end quality of the paths and the embedded flows, across domains. This process could be based on properly retrieving the state of the overlay network graph, including annotations on the anchors and pathlets that the CXP learns about.

Fail-over. A CXP should deal with failures and perform fast recovery, especially in the case of sensitive applications such as telesurgery (cf. Section 6.7.1). The system should be resilient against potential failures of the CXP controllers, anchors or pathlets. Regarding the pathlets, a failure could also be the degradation of the associated QoS levels rather than a complete loss of connectivity. We note that when pushing the new state to the anchors in order to recover from a failure, multiple aspects should be kept in mind. For example, the down-time and QoS degradation should be minimized, together with possible disruptions on other traffic passing via the failed pathlet or anchor. Furthermore, state updates should be consistent end-to-end in order to avoid blackholes or other potential routing pathologies that could further hurt the performance of the network service(s). “Hot-standby” CXP controllers should also be kept operational for resiliency. Path fail-over should be pushed to the data plane as much as possible in order to minimize reaction times and dependencies on the controller.

Elasticity. Building an elastic CXP controller is another aspect of future work. More load from the client base should lead to the spawning of more controllers, while dealing with scalability, handovers, state distribution and consistency challenges. In a similar context as the RaaS controller (cf. Section 7.4.1), a CXP operator should investigate the trade-offs associated with the selection of the location for the controller. One could start with data center-based deployments, which are already collocated with IXPs and thus with the targeted anchors. In this context, the following question could be interesting for future researchers and engineers: How can CXP-like systems scale for billions of flows, i.e., achieve an Internet-scale operational level?

TE Tasks. In terms of Traffic Engineering, a CXP should deal with proper traffic shaping on the edge anchors, where the client’s access ISP connects the endpoint to the rest of the multigraph. This shaping should take into account the behavior of the related transport protocols, such as TCP, while dealing with traffic bursts that could be potentially accommodated with excess pathlets. Moreover, the proper forwarding of
traffic flows and end-to-end tunneling on the level of the anchors could be managed via classic techniques, such as MPLS label-switching. The practical isolation of cross-traffic on the data plane anchors should also be investigated, while our simulator [152] could be used for evaluating some coarse-grained effects of the co-existence of such traffic on the performance of the proposed path stitching algorithms.

**Pilot Services.** Another potential field of future work is the development of a small-scale testbed for testing the CXP concept, combined with an initial service offering. One course of action is to start with renting virtual machines in data centers, using them as CXP data plane anchors and switching elements. This makes sense location-wise, in case the cloud host is collocated with an IXP; the latter setup is usual in practice [57]. A pilot service to be considered is the (negative) waypoint routing service, where the pathlets are constructed between certain waypoints without assuming any participation from the ISPs; IP-in-IP tunneling may be utilized for such a purpose. In this case, the “guarantee” that the CXP itself could provide is the proper geolocation of the traffic packets, avoiding certain nodes (such as IXPs) over which the client does not want the traffic to pass. Bandwidth and latency guarantees from the ISPs’ side could be gradually added to the offering, as the CXP starts to collaborate with more ISPs and IXPs.

**Addressing Privacy Concerns.** Future CXP implementations should investigate how to deal with the privacy-related challenges that were described in Section 6.2.3. In particular, the protection against privacy violations could be a cooperative effort between CXPs (e.g., trying to hide information from external end-users regarding path selection), and ISPs (e.g., advertising only pathlets at a fraction of the actual capacity and with a larger latency than the real one, while not violating any guarantees). This subject has both technical and political aspects that need to be taken into account when implementing and deploying a CXP system in the wild; the core of the “trusted third party” scheme can be though maintained, with the researchers focusing on the obfuscation of external inference practices rather than compromised or malicious CXP controllers (the latter case should be extremely infrequent in practice).

**CXP Multigraph Analysis.** Besides the analysis performed in this work, based on peering datasets, researchers could also investigate the dynamics of the multigraph over time in terms of capacity and
latencies. For example, one potential course of action is a measurement framework for estimating latency and available bandwidth between IXPs. The results could be further correlated with end-to-end measurements, in order to evaluate whether stitching and waypoint routing over IXPs could technically improve the quality of current inter-domain connections.

**CXP Markets.** Last but not least, a research direction that would be interesting as an inter-disciplinary topic is the investigation of the financial markets that can be based on CXPs, together with their dynamics. A starting point is the analysis done in the context of bandwidth transit markets [241] and route “bazaars” [78]. Besides bandwidth and latency, pathlets could, e.g., be annotated with cost, with the CXP trying to minimize the cost for the incoming client flows while at the same time accepting as many of them as possible.
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List of Publications and Software Contributions

During the work on this dissertation, the following publications were written and released, supporting this thesis (in chronological order):

- **Main author**


  **Kotronis, V., Gämperli, A., and Dimitropoulos, X.** Routing Centralization Across Domains via SDN: A Model and


• Co-author (with ~40% contribution)


• Co-author (with ~25% contribution)

Additionally, we created, in collaboration with Adrian Gämperli, Rowan Klöti, Bernhard Ager, Matthias Rost and Stefan Schmid the following software suites:

• CXP experimentation (simulation framework) [152].

• SIREN framework and controller (emulation framework) [96].
Further research work that we co-authored in association to SDN (not directly supporting this thesis but going beyond its scope) is briefly presented in Chapter B. We give here the associated references of our secondary research contributions.

- **Secondary publications, main author**

- **Secondary publications, co-author**

We also contributed to software related to bringing private user traffic into public SDN testbeds, at https://bitbucket.org/vkotronis/of_privacy_proxy/wiki/Home, and to the software primarily authored by Rowan Klöti on comparing public IXP datasets [142]. In the context of our work on the OFELIA SDN project, we contributed to the software used for the testbed management at the associated GitHub repository at https://github.com/fp7-ofelia/ocf.
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Further Research

This appendix contains the abstracts of further research work in which I participated either as a primary or as a secondary author, and which is relevant to the thesis as a complementary body of research.

**OpenFlow Security.** Together with Rowan Klöti and Paul Smith, we co-wrote a paper on a first security analysis of the OpenFlow protocol [145] using well-known methodologies such as attack tree modeling approaches. The analysis and evaluation approach are not meant to be exhaustive, but are intended to be adaptable and extensible to new versions and deployment contexts of OpenFlow.

**The OFELIA Testbed.** Together with our European partners, we co-wrote a paper on the design and implementation of the OFELIA FP7 facility [233], which served for several years as the core European OpenFlow testbed. Such SDN testbeds can be used as a public service by multiple experimenters around the world in order to deploy new ideas and innovative solutions to networking problems. The use of real network equipment at large scales surpasses the limits of simulation or emulation when testing new research ideas. In particular, the OFELIA project was initiated to design a pan-European testbed that connects individual testbeds installed by project partners, based on a common layer-2 (L2) infrastructure. Furthermore, it intended to support multi-layer and multi-technology experiments related to OpenFlow. The objective was to expose OpenFlow as the core service of the testbed, therefore allowing the users to precisely and dynamically control the
L2 experimental network itself, while at the same time try to limit the capabilities of OpenFlow as less as possible. The basic infrastructure, which is used to conduct experimentation in OFELIA and is offered as a service to the experimenter, is the shared L2 Ethernet OpenFlow network along with virtualized end-hosts. With this infrastructure a complete network experiment setup can be deployed. This setup includes end-hosts to establish a communication over the OpenFlow experimental network and to deploy the experiment controller(s) to program the forwarding plane of the network. The application end-hosts are made available as virtualized computing resources in an Infrastructure as a Service (IaaS)-like fashion. Real physical computing (servers), as well as other types of resources can also be provided by each individual island in cooperation with the experimenter to fulfill the needs of the experiment.

To enable the experimenter to register to the facility, configure their experiments, request, setup and release resources, the OFELIA facility provides an experiment orchestration software or control framework (the OFELIA Control Framework [195]), that has been developed within the project. As ETH Zurich partners we helped in particular with the development and extension of the software related to the management and orchestration of OpenFlow resources within the testbed. Also, as a founding partner, we have built and maintained one of the testbed’s islands between 2011-2015.

**Bringing User Traffic to SDN Testbeds.** Together with Dominik Schatzmann and Bernhard Ager, we co-wrote a paper on a novel approach on how a testbed operator can give privacy and availability guarantees to users who are willing to share part of their traffic with experimenters [156], thus making it less risky for users to opt-in to experiments. The motivation behind this work is that a common shortcoming among publicly available SDN testbeds, such as OFELIA, is the fact that they lack real user-driven Internet traffic for experimentation. While having real user traffic inside such testbeds is an indisputable advantage, the users’ right for privacy and wish for availability of the network often make it impossible to simply make a testbed part of the communication path. This work has been augmented by the follow-up MSc thesis of Adrian Friedli that we co-advised [92].

**Defeating DDoS Link-flooding Attacks via SDN.** Together with Dimitrios Gkounis, Christos Liaskos and Xenofontas Dimitropoulos, we participate in an ongoing work on a novel approach [106] exploiting
online traffic engineering to detect and mitigate a new class of Distributed Denial of Service (DDoS) link-flooding attacks. Such attacks are very hard to defend against and could disconnect entire countries from the Internet. This work proposes using online Traffic Engineering (TE) in a novel way as an approach to detect and mitigate such costly attacks. Our approach can exploit existing TE algorithms. In addition, we introduce a new TE approach that, besides load balancing the attack traffic and detecting the malicious sources, also aims at reducing the number of routing changes needed for online TE. We build a full prototype of our proposal, applying SDN principles, and show that it is possible to detect attackers fast, with a moderate number of TE routing changes. The approach is akin to Software Defined Networking (SDN) principles, which render the management of network traffic more flexible through centralized flow-level control. Our prototype was built on an emulated SDN environment using OpenFlow to interface with the network devices, accompanied by a custom simulator. We further discuss useful insights gained from our experiments as well as a number of open research questions. Such a defense method might also be offered “as a service” on an inter-domain level over a multi-AS routing control platform, in order to deal with large-scale WAN attacks involving large numbers of bots and affected ASes. This work will continue beyond the end of the current thesis, as there is a lot of potential and interest on such ideas especially in light of recent attacks with detrimental effects on certain parts of the Internet [205]. This work is currently under submission.

SDN-aided Content Caching. Together with partners from the Lancaster University, we helped with the experimentation on SDN-aided caching mechanisms. The approach leverages SDN concepts and mechanisms in order to transparently store and deliver content from a local cache to the client, thus lightening the load on the WAN and relieving the necessity for urgent network capacity upgrades. An open interface to the cache presents owners with new possibilities for cache control and maintenance. This demonstration [38] showcased a prototype implementation in action on a large-scale OpenFlow testbed deployed across Europe, the OFELIA testbed. Such SDN-enabled smart caching mechanisms may also be of value on the multi-AS level, under the supervision of a multi-AS routing control platform.
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