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1. INTRODUCTION

One of the major challenges in the design process of complex real-time embedded systems is to analyze essential characteristics of a system architecture in an early design stage, to support the choice of important design decisions before much time is invested in detailed implementations. For real-time embedded systems, such essential system characteristics are for example whether maximum delay and throughput constraints are met, what the on-chip memory requirements will be, or how different architectural elements must be dimensioned.

The system-level analysis of embedded systems is currently mainly based on simulation, using for example SystemC, or trace based simulation as in [9]. While these techniques allow modeling and simulation of complex systems in any level of detail, simulation based approaches do not allow to obtain worst-case results, and moreover they often suffer from long run-times.

In contrast, formal analytical methods typically allow to obtain hard bounded results for embedded real-time system designs. An analytical framework for system level performance analysis was proposed in [10]. This framework uses a number of well know abstractions to capture the timing behavior of event streams and provides additional interfaces between them. Traditional results from the area of real-time schedulability analysis are then used to analyze a component-based real-time system design.

Another method for component-based analysis and design of real-time systems was proposed in [17]. This framework uses the notion and concept of traditional software component standards such as CORBA and proposes extensions for the support of real-time services. The method proposed in [17] is however tailored towards software engineering and does not incorporate any notion of hardware resources.

Another approach of composing real-time components is by making use of hierarchical scheduling, see [11]. The approach in [11] is however restricted to periodic tasks and a periodic resource model.

In the domain of communication networks, powerful abstractions have been developed to model flow of data through a network. In particular Network Calculus [8] provides means to deterministically reason about timing properties of data flows in queuing networks, Network Calculus can thereby be considered as a queuing theory that provides hard bounded worst-case/best-case results. Real-Time Calculus [13] extends the basic concepts of Network Calculus to the domain of real-time embedded systems and in [2] a unifying approach to Modular Performance Analysis with Real-Time...
Calculus has been proposed. It is based on a general event model, allows for hierarchical scheduling and arbitration, and can take computation and communication resources into account. Modular Performance Analysis with Real-Time Calculus has been successfully used in several case studies for hard real-time system analysis, see e.g. [3] or [16].

The performance analysis methods mentioned above have in common that they are applied to analyze a component-based real-time system design a posteriori. Thus, with these methods a real-time system gets first designed and dimensioned before performance analysis is applied. The analysis results will then reveal whether a certain system architecture will meet all real-time requirements, or not.

In difference to this two-step approach is the idea of interface-based design [4, 7], where components are described by a component interface. In contrast to a component description that describes what a component does, a component interface describes how a component can be used. Through input assumptions, a component interface describes the expectations a component has about the other components in a system and through output guarantees, a component interface tells other components in a system what they can expect from this component. The major goal of a component interface is then to provide enough information to decide whether two or more components can work together properly.

When we expand this idea of interface-based design to the area of real-time system design, we need a component system with interfaces that provide enough information to decide whether two or more real-time components work together properly. Where in the case of such real-time interfaces, the term ‘properly’ refers to questions like: Does the composed system satisfy all requested real-time properties such as delay and throughput constraints? Does the composed system satisfy imposed (buffer) memory constraints?

In case of assume/guarantee interfaces, a component interface has a set of disjoint input and output variables $X^I$ and $X^O$, respectively. As expected, two interfaces $F$ and $G$ can be composed by connecting input variables of one to output variables of the other. The composed interface is denoted as $F || G$ and has as its input variables all not connected input variables of $F$ and $G$ and as output variables all not connected outputs of $F$ and $G$.

In order to decide, whether two components can work together properly, the corresponding interfaces are checked for compatibility. To this end, an assume/guarantee interface $F$ contains predicates $\phi^I_F$ and $\phi^O_F$ on the values of its input and output variables, respectively. The input assumption $\phi^I_F$ and output guarantee $\phi^O_F$ represent a precondition and postcondition of the interface, respectively. In other words, the interface $F$ has the property $\phi^I_F \Rightarrow \phi^O_F$, i.e. if its input variables satisfy $\phi^I_F$, then the output variables satisfy $\phi^O_F$. An isolated component has open inputs and the associated interface has free input variables.

After composing all the components of a system, there are no open inputs any more and therefore, all input variables of the corresponding interfaces are connected to output variables of other components. If the final system has some inputs to the environment, it must be closed by modeling the environment by an appropriate interface. Interface-based design supports incremental design (among other properties like independent implementability). To this end, we would like to compose two interfaces and check for compatibility without closing the system. As a result, we come to an existential interpretation of interface compatibility, see [4]: Two interfaces $F$ and $G$ are compatible, if there exist admissible values of free input variables of $F || G$ (i.e. satisfying the input assumptions) such that all other input assumptions are also satisfied: $(\forall X^O_F \cup X^O_G)(\phi^I_F \wedge \phi^O_G \Rightarrow \phi^I_F \wedge \phi^O_G)$.

2. INTERFACE-BASED DESIGN

The definition of Real-Time Interfaces follows the principles of interface-based design as described by de Alfaro and Henzinger in [4] and more recently [7]. Whereas most previous results relate to stateful interface languages such as interface automata [6], or extensions towards the use of time [5] or resources [1], the Real-Time Interfaces proposed in this paper are based on a stateless assume/guarantee language, see [4]. We shortly describe the underlying principles of interface-based design as one of the two major prerequisites of the new approach to the design of composable real-time systems, for details see [7].

The major goal of the interface of a hardware-software component is to provide enough information to decide whether two or more components work together properly. In case of Real-Time Interfaces, the term ‘properly’ refers to questions like: Does the composed system satisfy all requested real-time properties such as delay and throughput constraints? Does the composed system satisfy imposed (buffer) memory constraints?

In case of assume/guarantee interfaces, a component interface has a set of disjoint input and output variables $X^I$ and $X^O$, respectively. As expected, two interfaces $F$ and $G$ can be composed by connecting input variables of one to output variables of the other. The composed interface is denoted as $F || G$ and has as its input variables all not connected input variables of $F$ and $G$ and as output variables all not connected outputs of $F$ and $G$.

In order to decide, whether two components can work together properly, the corresponding interfaces are checked for compatibility. To this end, an assume/guarantee interface $F$ contains predicates $\phi^I_F$ and $\phi^O_F$ on the values of its input and output variables, respectively. The input assumption $\phi^I_F$ and output guarantee $\phi^O_F$ represent a precondition and postcondition of the interface, respectively. In other words, the interface $F$ has the property $\phi^I_F \Rightarrow \phi^O_F$, i.e. if its input variables satisfy $\phi^I_F$, then the output variables satisfy $\phi^O_F$. An isolated component has open inputs and the associated interface has free input variables.

After composing all the components of a system, there are no open inputs any more and therefore, all input variables of the corresponding interfaces are connected to output variables of other components. If the final system has some inputs to the environment, it must be closed by modeling the environment by an appropriate interface. Interface-based design supports incremental design (among other properties like independent implementability). To this end, we would like to compose two interfaces and check for compatibility without closing the system. As a result, we come to an existential interpretation of interface compatibility, see [4]: Two interfaces $F$ and $G$ are compatible, if there exist admissible values of free input variables of $F || G$ (i.e. satisfying the input assumptions) such that all other input assumptions are also satisfied: $(\forall X^O_F \cup X^O_G)(\phi^I_F \wedge \phi^O_G \Rightarrow \phi^I_F \wedge \phi^O_G)$. 

• We present and define the notion of Real-Time Interfaces. Real-Time Interfaces as proposed in this paper are a special instance of assume/guarantee interfaces and they connect the principles of Real-Time Calculus and Interface-based Design.

• We introduce a component model with Real-Time Interfaces, that defines the building blocks for interface-based design of real-time systems. For this, we define components that model hardware resources, components that model event-streams as well as components that model software-processes for preemptive fixed-priority scheduling.

• We show the applicability of Real-Time Interfaces in the area of real-time system design and we show how interface-based design of real-time systems benefits from the properties of incremental design and independent implementability that are elementary features of interface-based design.

• Finally, we show that the properties of Real-Time Interfaces also lead to some interesting on-line applications. Namely in the areas of on-line service and QoS-adaptation as well as in the area of on-line admission tests in real-time systems, where Real-Time Interfaces seem to be a natural and expressive way to capture at run-time the information required by such on-line applications.
In other words, the new input interface \( \phi^I_{F\mid G} \) is a predicate (or assumption) on the free input variables of the composed interfaces \( F\mid G \) such that all internal predicates are satisfied. This way, interfaces can be added one-by-one and the assumptions on the free input variables are getting increasingly tight. Note that the formal definitions of interfaces, compatibility, incremental design, and refinement are described in [4] and [7].

The Real-Time Interfaces as proposed in this paper can be considered as a special instance of assume/guarantee interfaces tailored towards guarantees on the delays of events. On the other hand, there are essential differences to previous interfaces tailored towards guarantees on the delays of events. The Real-Time Interfaces as proposed in this paper can be considered as a special instance of assume/guarantee in-
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This way, composability is achieved in terms of (a) event streams, (b) resources usage and (c) constraints as they can be propagated through a set of hardware/software components.

3. REAL-TIME INTERFACES

As described in the previous section, Real-Time Interfaces as proposed in this paper combine principles of interface-based design with principles of real-time system design and Real-Time Calculus, see e.g. [13, 12, 2]. This way, we connect the successful theory of Real-Time Calculus with interface-based design.

• Requirements such as delay and buffer space are part of the input variables and therefore, are part of a component interface. As a result, they can be modified by a component and are subject to input assumptions and output guarantees.

• Resources are considered to be part of a component interface. Therefore, their availability can be modified by a component and input/output predicates can be applied.

• The variables of interfaces are not directly related to the sequence or timing of events. They contain already abstractions of timed event streams in the form of Variability Characterization Curves, see e.g. [13, 12, 2]. This way, we connect the successful theory of Real-Time Calculus with interface-based design.

3.2 Variability Characterization Curves

As described above, the timing characterization of event streams is described using an arrival curve \( \alpha(\Delta) \) and an associated maximal event delay \( d \). The delay \( d \) denotes the maximal delay between the arrival of an event and the required finishing time of the associated task execution. To each input variable \( x \) and output variable \( y \) there are associated assume and guarantee predicates \( \phi^I_x \) and \( \phi^G_y \), respectively.

In this paper, we consider a very simple scenario only. Components reflect software tasks, the scheduling policy is restricted to preemptive fixed priority, and the tasks associated to the different components are independent of each other. But opposite to the usual assumption of periodic event streams (or at most periodic with jitter), we allow for an arbitrary burstiness of the incoming event streams. It should be noted that the very same principles described in this paper can not only be applied to other constraints such as buffer and memory but also to more general scenarios involving communication resources, distributed systems, other scheduling policies such as EDF and TDMA and much more detailed characterizations of workload properties, see e.g. [14, 15].
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Curve:
\[
\beta'(\Delta) = \sup_{0 \leq \lambda \leq \Delta} \{ \beta(\lambda) - \alpha(\lambda) \}
\]
\[
d_{\max} \leq \sup_{\Delta \geq 0} \{ \inf \{ \tau \geq 0 : \alpha(\Delta) \leq \beta(\Delta + \tau) \} \}
\]
\[
d_{\max} \overset{def}{=} RT(\beta, \alpha)
\]

- Delay: The maximum delay \(d_{\max}\) of an event processing for arrival curve \(\alpha(\Delta)\) and service curve \(\beta(\Delta)\) is bounded by the maximal horizontal distance between \(\alpha(\Delta)\) and \(\beta(\Delta)\): \(d_{\max} \leq \sup_{\Delta \geq 0} \{ \inf \{ \tau \geq 0 : \alpha(\Delta) \leq \beta(\Delta + \tau) \} \}\)

Note that the arrival and service curves can be determined using traces (by using a sliding window approach), analytic characterization of the corresponding stream (periodic, periodic with jitter, sporadic), by modular performance analysis or by using data sheets of the used hardware resources, see e.g. [2, 14].

Figure 1 shows examples of the arrival curves \(\alpha(\Delta)\) for event-streams with some typical analytic timing characterizations. Note, that following [13], event-streams are typically described by a set of lower and upper arrival curves. Thus, timing of the event-streams in Fig. 1 can be modeled losslessly. For Real-Time Interfaces we however only consider the upper arrival curve \(\alpha(\Delta)\) at the moment.

### 3.3 Interface Variables and Predicates

A Real-Time Interface may have input and output variables related to event streams (arrival) and resource availability (service). The value of an arrival variable consists of the arrival curve \(\alpha(\Delta)\) and the requested maximal event delay \(d\). The associated output guarantee \(\phi^O\) contains the bounds \(\alpha^G(\Delta)\) and \(d^G\) which are part of the component interface. The predicate guarantees that the provided arrival curve satisfies \(\alpha(\Delta) \leq \alpha^G(\Delta)\) for all \(\Delta\) and that the requested maximal delay \(d\) is larger than \(d^G\), see Table 1.

![Figure 1: Upper (thick) and lower (thin) arrival curves for a periodic, a periodic with jitter and a periodic with bursts event stream.](Image)

<table>
<thead>
<tr>
<th>var type</th>
<th>value</th>
<th>input assumption (\phi^I)</th>
<th>output guarantee (\phi^O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>arrival</td>
<td>(\alpha, d)</td>
<td>((\alpha \leq \alpha^A) \land (d \geq d^A))</td>
<td>((\alpha \leq \alpha^G) \land (d \geq d^G))</td>
</tr>
<tr>
<td>service</td>
<td>(\beta)</td>
<td>(\beta \geq \beta^A)</td>
<td>(\beta \geq \beta^G)</td>
</tr>
</tbody>
</table>

In a similar way, the input predicate \(\phi^I\) reflects the assumption that the arrival curve of the incoming event stream satisfies \(\alpha(\Delta) \leq \alpha^A(\Delta)\) for all \(\Delta\), and that the requested maximum delay satisfies \(d \geq d^A\). The values of the resource variables (service) are constrained by corresponding assume/guarantee predicates, see Table 1.

In order to determine whether two Real-Time Interfaces are compatible, we need to check the relation \(\phi^O = \phi^I\) for each connection, see Section 2. An arrival connection is compatible if

\[
(d^A \leq d^G) \land (\alpha^A(\Delta) \geq \alpha^G(\Delta)) \quad \forall \Delta \geq 0
\]

and a service connection is compatible if

\[
\beta^A(\Delta) \leq \beta^G(\Delta) \quad \forall \Delta \geq 0
\]

Two components are compatible if all internal connections are compatible and if all open input predicates and all output predicates are still satisfiable.

The next section describes the relations between the component interface functions \(\alpha^A(\Delta), \alpha^G(\Delta), \beta^A(\Delta), \beta^G(\Delta)\) in a real-time component system.

### 4. A COMPONENT SYSTEM WITH REAL-TIME INTERFACES

Let us recall, that for the design of real-time systems, we basically distinguish three different types of system elements that are used as building blocks to build together a real-time system. Firstly, a real-time system contains a set of hardware resources, such as CPU’s, DSP’s or buses, that provide computing and communication services within a real-time system. Secondly, a real-time system contains a set of real-time load specifications, that describe how the system is being used by the environment, i.e. how much load arriving events on an incoming event-stream generate, and what the delay constraints of an event-stream are. And finally, a real-time system contains a set of processes, that use the available system services to process the incoming real-time event-streams. Different processes may share the available system services, and the method of sharing is defined by a scheduling policy.

#### 4.1 Service Components

**Definition 1 (Service Component).** A service component models a computing or communication resource. The Real-Time Interface of a service component has a single service output variable with the output guarantee

\[
\phi^O = (\beta \geq \beta^G)
\]

Through the output guarantee of its Real-Time Interface, a service component expresses that the service \(\beta(\Delta)\), that is provided by the component on its service output, is always larger or equal \(\beta^G(\Delta)\) for any time interval \(\Delta\). The left-most component in Figure 2 depicts a service component.

#### 4.2 Load Components

**Definition 2 (Load Component).** A load component models a real-time load specification. The Real-Time Interface of a load component has a single arrival output variable with the output guarantee

\[
\phi^O = (\alpha \leq \alpha^G) \land (d \geq d^G)
\]


4.3 Process Components for FP

**Definition 3 (Process Component for FP).** A process component for preemptive fixed priority scheduling models a process in a real-time system, that shares system services with a fixed priority scheduling strategy, and that uses the available system services to process real-time loads. The Real-Time Interface of a process component for FP scheduling has an arrival input variable, a service input variable, and a service output variable. The interface has the input assumption

\[ \phi^I = (d \geq \hat{d}^A) \land (\alpha \leq \hat{\alpha}^A) \land (\beta \geq \hat{\beta}^A) \]  

and the output guarantee

\[ \phi^O = (\hat{\beta} \geq \hat{\beta}^G) \]

With the input assumptions and the output guarantees of its Real-Time Interface, a process component for fixed priority scheduling expresses that the load \( \alpha(\Delta) \) that is processed through its arrival output is always less or equal \( \hat{\alpha}^G(\Delta) \) for any time interval \( \Delta \), and that the delay requirement \( d \) for this load is greater or equal \( \hat{d}^G \). The component in the middle of Figure 2 depicts a load component.

During composition of a process component interface with other service, arrival and process component interfaces, the different interfaces share information on their input assumptions and output guarantees. A part of an interface composition with the involved information sharing is depicted in Fig. 3.

![Figure 2: A service component (left), a load component (middle) and a process component (right).](image)

Through the output guarantee of its Real-Time Interface, a load component expresses that the load \( \alpha(\Delta) \) that will be emitted through its arrival output is always less or equal \( \hat{\alpha}^G(\Delta) \) for any time interval \( \Delta \), and that the delay requirement \( d \) for this load is greater or equal \( \hat{d}^G \). The component in the middle of Figure 2 depicts a load component.

**Figure 3: Information-sharing between interface components during composition.**

During composition with other interfaces, the equations (7)-(10) define the relations between input assumptions and output guarantees in every process component for preemptive fixed priority scheduling:

\[ \hat{\beta}^G = RT(\hat{\beta}^G, \hat{\alpha}^G) \]
\[ \hat{\beta}^A = \max \left\{ \hat{\alpha}^G(\Delta - \hat{d}^G), RT^-\beta(\hat{\beta}^A, \hat{\alpha}^G) \right\} \]
\[ \hat{\alpha}^A = \min \left\{ \hat{\beta}^G(\Delta + \hat{d}^A), RT^-\alpha(\hat{\beta}^A, \hat{\beta}^G) \right\} \]
\[ \hat{d}^A = Del(\hat{\beta}^G, \hat{\alpha}^G) \]

with

\[ RT^-\alpha(\beta', \alpha)(\Delta) = \beta(\Delta + \lambda) - \beta'(\Delta + \tau) \]

for \( \lambda = \sup \{ \tau : \beta'(\Delta + \tau) = \hat{\beta}'(\Delta) \} \)

and

\[ RT^-\beta(\beta', \alpha)(\Delta) = \beta'(\Delta - \lambda) + \alpha(\Delta - \lambda) \]

for \( \lambda = \sup \{ \tau : \beta'(\Delta - \tau) = \hat{\beta}'(\Delta) \} \)

While (7) and (10) can be derived directly from (1) and (2) that are well-known results from the area of network calculus [8], equations (8) and (9) for \( \hat{\beta}^A \) and \( \hat{\alpha}^A \) are new results.

Equation (8) is derived from the fact that \( \hat{\beta}^A \) needs to satisfy the delay constraint

\[ \hat{\beta}^A(\Delta) \geq \hat{\alpha}^G(\Delta - \hat{d}^G) \]

and the resource constraint

\[ \hat{\beta}^A(\Delta) \geq \inf \left\{ \beta : \beta(\Delta) = \sup_{\alpha \geq \lambda \geq \Delta} \{ \beta(\lambda) - \hat{\alpha}^G(\lambda) \} \right\} \]

For taking into account the resource constraint, we construct the inverse of the resource transformation \( RT(\beta, \alpha) \) with respect to \( \beta \), as the smallest \( \beta(\Delta) \) such that (1) holds. This inverse is denoted as \( RT^-\beta(\beta', \alpha)(\Delta) \), and \( \hat{\beta}^A \) is then the maximum of both expressions above.
Analogously, equation (9) is derived from the fact that $\hat{\alpha}$ needs to satisfy the delay constraint
\[ \hat{\alpha}(\Delta) \leq \hat{\beta}^G(\Delta + \hat{d}G) \]
and the resource constraint
\[ \hat{\alpha}(\Delta) \leq \sup \left\{ \alpha : \hat{\beta}^A(\Delta) = \sup_{\alpha \geq \lambda \geq \Delta} \{ \hat{\beta}^G(\lambda) - \alpha(\lambda) \} \right\} \]
For taking into account the resource constraint, we construct again the inverse of the resource transformation $RT(\beta, \alpha)$, this time with respect to $O$, as the largest $\alpha(\Delta)$ such that (1) holds. This inverse is denoted as $RT^{-\alpha}(\hat{\beta}', \beta)(\Delta)$, and $\hat{\alpha}$ is then the minimum of both expressions above.

### 4.4 Local Compatibility Checking

The presented component system for real-time systems with fixed priority scheduling posseses a property that we will refer to as ability for local compatibility checking.

While syntactical composability checking is usually a computationally simple and straight-forward process for most interface theories, this is in general not the case for semantical compatibility checking of two interfaces.

For the presented component system however, semantical compatibility checking of two interfaces is computationally fast, whenever the two interfaces under consideration only share one single connection, i.e. whenever the outputs of one interface provide only one single input for the other interface, or vice versa. If this property holds, semantical compatibility checking can be done locally, i.e. only the local interface predicates of the two components that get connected must be considered during compatibility checking.

This is true, because in any composed interface of the presented component system, through evaluation of (7)-(10), the local interface predicates contain enough information of the complete system, to check the compatibility of the complete interface with any other interface that is only locally connected.

In practice, this means that when we are given two interfaces that share only one single interface connection, then the act of semantical compatibility checking of these two interfaces can be done in $O(n + n')$ or in $O(m + p)$ when the two interfaces share only a service interface connection or only an arrival interface connection, respectively. Thereby $n$ and $n'$ denote the number of segments that are used to describe $\beta^G$ and $\beta^A$, respectively, and $m$ and $p$ denote the number of segments that are used to describe $\alpha^A$ and $\alpha^G$, respectively. In both cases, $O(n + n')$ and $O(m + p)$ are needed to check that $\hat{\beta}' \geq \hat{\beta}^A$ or $\hat{\alpha}^A \geq \hat{\beta}^G$, respectively, and for arrival interfaces $O(m)$ are additionally needed to adapt (9) to $d^G$.

We will see that this ability for efficient local compatibility checking allows for some interesting on-line applications of Real-Time Interfaces.

### 5. Applications

For the sake of simplicity, the upper linear approximation of arrival curves $\alpha(\Delta)$ and the lower linear approximation of service curves $\beta(\Delta)$ are used in the examples of this Section. All methods are however also directly applicable to step-wise defined arrival and service curves.

#### 5.1 Interface-Based Real-Time System Design

The most natural application for Real-Time Interfaces is to enable interface-based design of real-time systems. For this, suppose we are given the a set of service components, a set of load components and a set of processing components for fixed priority scheduling, together with their corresponding Real-Time Interface descriptions.

The goal of interface based-design is then to build the interface of a complete system, by composing all interfaces of the different components. If this composition is successful, a concrete instance of this system can be built from concrete components that conform to their corresponding Real-Time Interface descriptions. We are then assured that this concrete system fulfills all real-time requirements.

**Example 1.** Suppose, we want to build a real-time system, that must process three different event-streams in real-time. Event-stream $A$ has a maximum burst demand of $100’000$ cycles, a maximum burst-rate demand of $100’000$ cycles per second (c/s) for $1$ ms and a maximum long-term demand of $25’000$ c/s. Event-stream $B$ has a maximum burst demand of $10’000$ cycles, a maximum burst-rate demand of $400’000$ c/s for $0.5$ ms and a maximum long-term demand of $75’000$ c/s. And event-stream $C$ has a maximum burst demand of $200’000$ cycles and a maximum long-term demand of $50’000$ c/s. Further, event-stream $A$ must not experience a delay of more than $0.5$ ms when processed by the system, while the maximum acceptable delay of event-stream $B$ and $C$ are $2.5$ ms and $4$ ms, respectively. To build this system, a CPU with a minimum resource availability of $300’000$ c/s ($300$ MHz) is available.

For an interface-based design of a system that corresponds to the above specification, we take three load components with arrival interfaces that conform to the three event-streams $A$, $B$ and $C$, a service component with a service interface that conforms to the given CPU, and three processing components with corresponding interfaces.

Through successful interface-composition we can then show that a system that corresponds to the above specification can indeed be built on the given CPU. To implement this system, preemptive fixed priority scheduling can be used on the CPU, where processing of event-stream $A$ has the highest priority and processing of event-stream $C$ has the lowest priority.

The interface model of the above system is shown on the right side of Fig. 4. On the left side of the same figure, a concrete instance of the real-time system that corresponds to the interface model on the right is shown.

In Fig. 5 input assumptions of the service interfaces of the three processing components of the above system are shown, together with the output guarantee of the service interface of the CPU. In this figure, we see that $\hat{\beta}_1^G \leq \hat{\beta}_2^G$ and that therefore the service component of the CPU in the interface model of Fig. 4 is compatible with the composed interface of the other components. Note, that $\hat{\beta}_1^G$, $\hat{\beta}_2^G$ and $\hat{\beta}_{11}^G$ are not shown here.

Finally, in Fig. 6 input assumptions of the arrival interfaces of the three processing components of the system in Fig. 4 are shown together with the output guarantees of the arrival interfaces of the three event-streams. In this figure, we see that all input assumptions are strictly greater or equal than the corresponding output guarantees and allow therefore the successful composition of all load components with the composed interface of the other components.
Interface-based design of real-time systems benefits from all the advantages of interface-based design as described in [7]. Most notable of all, interface-based design of real-time systems supports incremental design and independent implementability of real-time systems.

The property of incremental design ensures that the compatible components of a system can be put together in any order [7]. In practice, this allows for example to design an economic real-time system by first composing all load components and process components. This leads to an interface model with only open service inputs. By looking at the input assumptions on these open service inputs, we can then directly find the tightest service interfaces with output guarantees that just still allow composition. By choosing the most economic service components, i.e. processors, that still conform to these tight service interfaces, we directly obtain an economic real-time system that guarantees to fulfill all real-time requirements, without being over-dimensional.

This design procedure is a straight-forward process and stands in contrast to traditional real-time system design, where service-components are chosen a-priori, and performance analysis methods like [10] or [13] are then used to decide whether a system design fulfills all real-time requirements or not. In this traditional approach, economic designs must be found by binary search, i.e. by parameter sweeps (see e.g. [16]).

The property of independent implementability on the other hand ensures that compatible interfaces can always be refined independently [7]. In practice, this allows to outsource the implementation of different system components, or to replace existing implementations of system components with different or new implementations. As long as the implementations of all components conform to their respective interfaces, the components will fit together and the complete integrated system is guaranteed to fulfill all real-time requirements.

5.2 On-Line Service- & Load-Adaptation

Real-Time Interfaces can not only be used for interface-based design of real-time systems, but due to the ability of local compatibility checking (see Section 4.4), there exist also a wide range of interesting on-line applications for Real-Time Interfaces.

For on-line applications of Real-Time Interfaces, an interface model of the complete real-time system under consideration is deployed together with the concrete system, and is kept up-to-date at all times. The information contained in this interface model can then be used to permit on-line...
adaptation of different parameters of the running real-time system. This application of Real-Time Interfaces may be particularly interesting for power-aware real-time systems.

In the case of on-line service adaptation, the information contained in service interfaces is exploited. The service input assumption of any process component that is directly connected to a service component specifies the detailed service that is required from the service component over time, to guarantee real-time processing. With the help of Real-Time Interfaces, a service component can therefore lower its output guarantee $\beta^G$ at run-time, as long as it remains greater or equal as the input assumption $\beta^A$ of the directly connected process component. In practice, this allows for example a CPU to optimally adapt its frequency at runtime, with the guarantee to not violate any real-time requirements.

This adaptation of the output guarantee $\beta^G$ does of course not refine the original interface of the service component, but does instead coarsen it and leads to a new interface for the service component. Because of this, the composition of the remaining system interface with the new interface of the adapted service component must be computed to obtain again an interface model of the complete real-time system. But due to the ability of local compatibility checking, the compatibility of the new service component interface with the remaining system interface can be guaranteed a priori, and the service component can already adapt its service guarantee, before computation of the interface composition of the complete system is finished.

**Example 2.** Figure 7 shows the input assumption $\beta^A_I$ of process component I of the real-time system in Fig. 4. Also shown is the output guarantee $\beta^G_{CPU}$ of the service component that models the 300MHz CPU of the system. We know that any service component with an output guarantee $\beta^G \geq \beta^A_I$, i.e. that lies completely inside the grey shaded area, will guarantee real-time processing. We can therefore directly lower the speed of the CPU down to 240MHz, and we can be sure that this adaptation will not lead to any violations of real-time requirements.

The same strategy as for service adaptation can be used for on-line load adaptation (QoS-adaptation). In this case, the information contained in arrival interfaces is exploited. The load input assumption of any process component specifies the detailed load that can be processed over time with the given real-time guarantee. With the help of Real-Time Interfaces, a load component can therefore increase its output guarantee $\alpha^G$, at run-time, as long as it remains lower or equal as the input assumption $\alpha^A$ of the connected process component. And analogously, a load component can lower its output guarantee $\alpha^G$ at run-time, as long as it remains greater or equal as the input assumption $\alpha^A$ of the process component. In practice, this allows an event-stream to increase its data-rate, or to get a guaranteed shorter processing delay.

Like the on-line service adaptation, this on-line load adaptation requires to compute the composition of the remaining system interface with the interface of the new load component to obtain again an interface model of the complete real-time system. This composition can again be computed after the load adaptation took place.

**Example 3.** Figure 8 shows the input assumption $\alpha^A_{II}$ of process component II of the real-time system in Fig. 4, and the output guarantee $\alpha^G_{II}$ of the load component that models the event-stream B. We know that any load component with an output guarantee $\alpha^G \geq \alpha^A_{II}$, i.e. that lies completely inside the grey shaded area, is guaranteed to be processed in real-time. We can therefore directly increase the maximum long-term demand of event-stream B from 75’000 c/s to 140’000 c/s. Further, since $\alpha^A_{II} = \alpha_{I1}$, event-stream B can also get the guarantee of a maximum processing delay of e.g. 1ms, compared to the initially guaranteed 2.5ms. For this, the event stream must set $\alpha^G_{II} = 1$ms, which results in an adaptation of $\alpha^A_{II}$ that is however still guaranteed to be strictly greater or equal than $\alpha^G_{II}$.

![Figure 7: On-line service adaptation of the CPU in Fig. 4.](image)

![Figure 8: On-line load adaptation of stream B in Fig. 4.](image)

For power-aware real-time systems a combination of Real-Time Interface enabled on-line service and on-line load adap-
tation could also be interesting. Using on-line service adaptation, the speed of the processor in the system would be kept at a minimum at all times. When one of the event-streams would need to increase its load, it would adapt (coarse) the output guarantee of its arrival interface. In the system interface, we would then disconnect the service component and would compose the adapted arrival interface with the remaining system interface. After this composition, the input assumption on the new open service input of the system interface would specify the detailed service that is required from the service component over time, to guarantee real-time processing of the system with the increased load.

The output guarantee of the service component could then be increased on-line, to meet this service requirement. After admission of the new load, the speed of the processor in the system would be kept at a minimum at all times. When one of the event-streams would need to increase its load, it would adapt (coarse) the output guarantee of its arrival interface, the process that processes the arrival interface connection in this interface. The load inputs of these dummy processes are left open. Part of such an extended system interface is depicted in Fig. 9.

5.3 On-Line Admission Tests

Another on-line application of Real-Time Interfaces is enabled by the property of incremental design, that allows Real-Time Interfaces to be used for on-line admission tests on running real-time systems. For this, again an interface model of the complete real-time system under consideration is deployed together with the concrete system. To enable on-line admission tests with this system interface, we add a dummy process component at every existing service interface connection in this interface. The load inputs of these dummy processes are left open. Part of such an extended system interface is depicted in Fig. 9.

Because of the property of incremental design, these additional process components, that add open load inputs to the system interface, have no influence to the compatibility of the initial system interface. And still, the load input assumption on the open load inputs of the different dummy components carry valuable information. These load input assumptions specify the detailed load over time that could be processed on the system with real-time guarantee, if the respective dummy component would be replaced by a process component.

In practice, the open load input \( \alpha^A_{P_1} \) of the dummy component \( P_1 \) in Fig. 9, specifies for example the detailed load over time that could be processed by a new process component if scheduled with priority \( P = 1 \). Analogous, \( \alpha^A_{P_2} \) specifies the load that could be processed by a process with priority \( P = 2 \), and so on.

For on-line admission tests with the extended system interface, the output guarantee \( \alpha^G_S \) of the interface of a new load component \( S \) must be checked against the input assumptions \( \alpha^A_{P_j} \) of all dummy components. If \( \alpha^G_S \leq \alpha^A_{P_j} \), then a new real-time load that conforms to the arrival interface of \( S \) can be admitted, and the process that processes this load can be run with priority \( P = j \).

After admission of the new load \( S \), the composition of the interface of \( S \) with the remaining system interface must be computed, and new dummy components must be added before and after the dummy process that became the new process component.

Example 4. Figure 10 shows the output guarantee \( \alpha^G_S \) of an event stream \( S \) that wants to be admitted for processing on the real-time system in Fig. 4 and that has a delay requirement of \( \alpha^G_{S} = 1 \text{ms} \). Also shown are the input assumptions \( \alpha^A_{P_1}, \alpha^A_{P_4} \) of dummy components that were added at the different service interface connections in the interface in Fig. 4. By checking the output guarantee against the different input assumptions in Fig. 10, we see that the event stream \( S \) can be admitted. But for the system to still fulfill all real-time requirements, the process that processes \( S \) can only be scheduled with priority \( P = 2 \).

5.4 Computational Complexity

To analyze the different examples in this section, we used a prototype implementation of Real-Time Calculus and Real-Time Interfaces. This prototype is implemented in Java and uses Matlab as user frontend. With this prototype tool, it took less than 1s for each example to compose and analyze it, using Matlab 7 on a Pentium Mobile 1.6 GHz.
6. CONCLUSIONS AND FUTURE WORK

We presented and defined the notion of Real-Time Interfaces, that are a special instance of assume/guarantee interfaces. Real-Time Interfaces as proposed in this paper connect the principles of Real-Time Calculus and interface-based design and can therefore fall back to the wide range of already established research results in these two areas. We also introduced a component model with Real-Time Interfaces that defines the building blocks for interface-based design of real-time systems, and in this component model, we defined different components that model hardware resources, event-streams and software-processes for preemptive fixed-priority scheduling, respectively. We have shown the applicability of Real-Time Interfaces in the area of interface-based design and we further showed that a range of on-line applications in real-time systems could profit from the use of Real-Time Interfaces.

In future, we would like to extend Real-Time Interfaces to include additional information, as for example required buffer and memory. Further, we want to introduce new components for EDF and TDMA scheduling policies as well as for communication hardware resources. Finally, a Java implementation of Real-Time Calculus including Real-Time Interfaces is currently under development.
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