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ABSTRACT
Programming models which specify an application as a network of independent computational elements have emerged as a promising paradigm for programming streaming applications. The antagonism between expressivity and analysability has led to a number of different such programming models, which provide different degrees of freedom to the programmer. One example are Kahn process networks (KPNs), which, due to certain restrictions in communication, can guarantee determinacy (their results are independent of timing by construction). On the other hand, certain dataflow models, such as the CAL Actor Language, allow non-determinacy and thus higher expressivity, however at the price of static analysability and thus a potentially less efficient implementation. In many cases, however, non-determinacy is not required (or even not desired), and relying on KPN for the implementation seems advantageous.

In this paper, we propose an algorithm for classifying dataflow actors (i.e. computational elements) as KPN compatible or potentially not. For KPN compatible dataflow actors, we propose an automatic KPN translation method based on this algorithm. In experiments, we show that more than 75% of all mature actors of a standard multimedia benchmark suite can be classified as KPN compatible and that their execution time can be reduced by up to 1.97x using our proposed translation technique. Finally, in a manual classification effort, we validate these results and list different classes of KPN incompatibility.
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1. INTRODUCTION
The critical importance of multi-processor technology in future data-processing systems has led to parallel programming models being extensively studied in the last two decades. One promising paradigm that has emerged for programming streaming and multimedia applications is to specify the structure of applications as directed graphs, the functionality of which is split into a set of independent computational elements that can only communicate through point-to-point channels. This helps to avoid the need for additional synchronisation as well as many pitfalls of parallel execution such as data races. At the same time, this paradigm explicitly exposes concurrency in the application, thus considerably simplifying execution on a parallel system.

Two popular classes of programming models following this paradigm are dataflow models [14] and Kahn process networks (KPNs) [12]. A major difference between them lies in the way they describe the computational elements, Kahn processes and dataflow actors. While for Kahn processes, the only way of obtaining input is to first choose a channel for reading from and then to wait until data arrive, advanced dataflow actors may base their reading behaviour on the availability of input data on the channels and even on this data itself (peeking). As an implementational example for this kind of dataflow networks, we focus in this paper on the CAL actor language [9], of which a subset named RVC-CAL [16] has been standardized by ISO/IEC 23001-4:2009 MPEG to specify multimedia applications. Clearly, these possibilities allow for a higher expressiveness and flexibility. On the other hand, if an actor’s behaviour depends on data availability, it may also depend on timing. Consequently, an actor classification into either static, dynamic or time-dependent has been proposed [20, 22].

In contrast, KPNs are always determinate, i.e. the sequences of tokens on the channels do not depend on timing. KPNs bring the benefit of a more efficient low-level implementation, as a Kahn process is at any moment either computing or waiting for input from a specific channel. Its ready state can thus easily be determined, whereas for a CAL actor, multiple rules and criteria have to be evaluated first to achieve the same goal. This is one of the reasons why the KPN model has been widely used in high-level synthesis frameworks for parallel systems as, for instance, MAPS [7] or DAL [18]. Since even in non-determinate dataflow specifications, many actors are in fact determinate, it appears favourable to analyse these actors for KPN compatibility in order to exploit the related optimisation potential.

In this paper, we present a formal method for translating KPN compatible dataflow actors to Kahn processes. To this end, we first show that the aforementioned classification into static, dynamic, and time-dependent actors is adequate for evaluating KPN compatibility. Afterwards, we propose an algorithm to classify a dataflow actor as KPN compatible or potentially KPN incompatible (it tries to identify sufficient conditions for KPN compatibility in a high number of real cases, the problem being undecidable in general). Based on this algorithm, we then propose a method to translate a KPN compatible dataflow actor to a Kahn process. Finally, we implement the proposed method in the RVC-CAL framework [21] and show that more than 75% of all mature actors of the RVC-CAL application suite [1] can be proven to be KPN compatible by our algorithm and that their performance can be improved by up to 1.97x when executing them as Kahn processes instead of dataflow actors. In a manual classification effort, we analyse the KPN compatibility of all these actors and list the different patterns and constellations leading to KPN incompatibility or non-recognition of KPN compatibility.

The remainder of the paper is organized as follows. In Section 2, an overview on the considered programming models is given. In Section 3, we describe the proposed translation technique. Experimental results are presented in Section 4. Finally, we review related work in Section 5.
2. BACKGROUND

In this section, the dataflow and the Kahn process network (KPN) programming models are introduced in detail. In both of them, applications can be described as directed multi-graphs in which the nodes are computational elements and the edges, called channels, are unbounded FIFO buffers transporting so-called tokens from the source node to the destination node of the channel. The computational elements are independent from each other and can only communicate via channels. In KPNs these computational elements are called processes and in dataflow models they are called actors. The difference between dataflow graphs and KPNs is given by the different specification of actors and processes, which we will concentrate on in the rest of this work.

In the following, we will give a definition of a process according to Kahn and of an actor in dataflow models. Based on that, the considered problem of translating a dataflow actor into a Kahn process will be defined.

2.1 Kahn Processes

The KPN programming model [12] has a very generic definition of processes, imposing only the two restrictions: Firstly, each channel read access has to be blocking and destructive. Blocking means that when a process tries to read from an empty channel, it will wait (possibly for infinite time) until a token arrives on the channel. Destructive means that upon reading a token, the token is also removed from the channel. Secondly, the elementary operations performed in a process must not yield unpredictable results (e.g. access to timers or hardware random generators).

A Kahn process can be defined as follows:

Definition 1 A Kahn process \( \pi \) is a stateful, sequential program which performs calculations, write accesses to the outgoing channels and blocking, destructive read accesses to the incoming channels in any arbitrary sequence.

Due to this well-defined communication interface, Kahn processes are determinate in the sense that the sequences of tokens on their channels are independent of timing [12, 15, 14]. Determinacy can be formalised using the following two definitions:

Definition 2 Let \( \gamma \) be a channel. For any execution of the process network, the history of \( \gamma \) is the (possibly infinite) sequence of all tokens that traverse the channel, in the order in which they are written.

Correspondingly, the input history of a process is the combination of the histories of all its incoming channels and its output history of its outgoing channels.

Definition 3 A process or an actor is determinate iff for any given input history, it will always produce the same output history.

2.2 Dataflow Actors

The behaviour of dataflow actors as defined in [14] is a repetition of so-called firings. In each firing, the actor will destructively read a specific amount of tokens from the incoming channels, perform computations and write a specific amount of tokens to the outgoing channels. An actor can only fire if all the input tokens are available on the channels.

The simplest form of dataflow is synchronous dataflow [13], where actors are stateless and each firing reads and writes a fixed number of tokens. Several extensions exist; in this work, we will concentrate on a very generic extension in which an actor may have a state and a set of different actions it can perform as a firing.

In order to properly define input and output of an action, we first introduce the notion of a token set. A token set contains all tokens that are read or written by an action; they are represented by their position immediately before or after firing, e.g. the second token to be read from a specific input channel or the fifth token to be written to a specific output channel during the firing. As FIFO channels only allow in-order accesses, all the token positions on a specific channel must form a sequence without any gaps in it. Formally, we define a token set as follows.

Definition 4 Let \( \Gamma \) be a set of channels and \( \nu : \Gamma \rightarrow \mathbb{N}_0 \) a function assigning each channel \( \gamma \in \Gamma \) a number of tokens to be read from or written to it. Then the token set \( \psi \) over \( \Gamma \) defined by \( \nu \) is a set of token positions \( \psi = \{ (\gamma \in \Gamma, n \in \mathbb{N}) \mid n \leq \nu(\gamma) \} \). \( \Psi(\Gamma) \) is the set of all token sets over \( \Gamma \).

To be able to formally describe functions using these tokens as input or output, we introduce the notion of a valuespace:

Definition 5 The value space \( V(\psi) \) of a token set \( \psi \) is the set of all possible combinations of values which the tokens represented in \( \psi \) can have.

Now, we formally define an actor as a stateful computational element with a prioritised set of actions it can fire.

Definition 6 An actor \( \alpha \) is a tuple \( \alpha = (S_\alpha, A_\alpha, q_\alpha, s_\alpha^0) \), with \( S_\alpha \) the set of possible states of the actor, \( A_\alpha \) a set of actions for the actor, \( q_\alpha : A_\alpha \rightarrow \mathbb{N} \) a function assigning each action a priority and \( s_\alpha^0 \in S_\alpha \) the initial state.

We consider the states of an actor to be an arbitrary combination of variables of any kind. This means in particular that the state set of an actor does not have to be finite.

We define an action as follows:

Definition 7 Let \( \alpha \) be an actor with \( I_\alpha \) the set of its incoming and \( O_\alpha \) the set of its outgoing channels. An action for this actor is a tuple \( a = (r_\alpha, w_\alpha, f_\alpha, q_\alpha) \) with \( r_\alpha \in \Psi(I_\alpha) \) and \( w_\alpha \in \Psi(O_\alpha) \) the input and output token sets, \( f_\alpha : S_\alpha \times V(r_\alpha) \rightarrow S_\alpha \times V(w_\alpha) \) the fire function and \( q_\alpha : S_\alpha \times V(r_\alpha) \rightarrow \{ \text{true}, \text{false} \} \) the guard function of the action.

The action \( a \) can be fired if:

1. all input tokens according to \( r_\alpha \) are available and
2. \( q_\alpha \) evaluates to true for the current state and the available input tokens.

Upon firing, it will destructively read the input tokens (i.e. all tokens in \( r_\alpha \)) from the channels, evaluate \( f_\alpha \) for the current state and the tokens just read and use its return values for updating the state of \( \alpha \) and for writing tokens to the output channels according to \( w_\alpha \).

Now we can define the behaviour of an actor \( \alpha \) as an infinite repetition of the following operations: It will determine the set \( A_\alpha^* \subseteq A_\alpha \) of actions that can be fired. If this set is non-empty,
the action \( a \in A^*_\alpha \) with the highest priority \( q_\alpha(a) \) will be fired. If there are multiple actions with the same, highest priority that can be fired, it is not defined which of those actions is fired. An illustration of this behaviour is given in Algorithm 1.

In summary, for a dataflow actor, the action which is fired (and thus the amount of tokens read and written) can depend on the state of the actor, on the value of tokens in the incoming channels and on the existence of tokens in the incoming channels. A dataflow actor must therefore be able to non-destructively read the tokens on its incoming channels (peeking). Furthermore, since there can be situations when the action to be fired (and thus possibly the output to be produced) depends on which token arrives first, actors can be non-determinate.

Examples for a programming language that can be described by the dataflow model given here are the CAL Actor Language [9] and its standardised variant RVC-CAL [16]. Listings 1 and 2 show two code examples written in RVC-CAL. The Abs actor in Listing 1 has two actions pos and neg. Both read one token from the input channel In and write one token to the output channel Out. The guard expressions \( i > 0 \) and \( i < 0 \), respectively, ensure that, depending on the value of the token at the FIFO head of \( \text{In} \), only one of both actions can fire. This actor is determinate. For comparison, the two actions of the VDMerge actor in Listing 2 have no guards specified, i.e. their guard function always evaluates to true. Therefore, actionA and actionB can fire whenever a token is available at \( \text{InA} \) and \( \text{InB} \), respectively, forwarding this token to \( \text{Out} \).

2.3 Problem Statement

In the following, we will define the problem to be solved in this work. To this end, we first define when an actor and a process can be regarded as equivalent.

Definition 8 Let \( \alpha \) be a dataflow actor according to Definition 6 and \( \pi \) be a Kahn process as specified in Definition 1. \( \alpha \) and \( \pi \) are functionally equivalent iff for any equal input history, \( \alpha \) and \( \pi \) always produce equal output histories.

The problem regarded in this work can now be formulated as follows: Given a dataflow actor \( \alpha \). Is there a functionally equivalent Kahn process \( \pi \) and, if so, how can it be constructed?

The following examples shall illustrate the complexity of the problem. Of course, the actor in Listing 1 is KPN compatible while the actor in Listing 2 is non-determinate and thus clearly not KPN compatible. However, things are more complicated for the actor shown in Listing 3. The Karnaugh map in Fig. 1 shows the different actions to be fired for each combination \((a, b, c)\) of the first tokens to be read from each of the input channels (provided that they exist). Since none of the guards overlap in the diagram, the action to be fired can be clearly determined from the values of the tokens and does not depend on priorities or the availability of tokens. The behaviour of the actor is thus determinate. Although some actions can still be fired if one of the channels is empty, this will only happen if the respective action would also be fired if the channel was filled.

This feature, however, cannot be achieved with KPN: A Kahn process would have to choose one channel to read from without knowing about the availability of tokens. If, for instance, this channel was \( \text{InA} \), the process would block on an infinite sequence of negative integers on \( \text{InB} \) and of positive integers on \( \text{InC} \) if \( \text{InA} \) remained empty. This, however, is not the behaviour of the given actor. In other words, this actor is determinate but KPN incompatible. In this example, one can also graphically interpret this constellation such that it is impossible to split the Karnaugh map at the borders for \((a, b, c)\) without cutting through one of the action guards.

This example shows that the problem regarded in this work is not the same as the problem of classifying an actor as time-dependent or not, which was discussed, e.g., in [20].

3. TRANSLATING DATAFLOW ACTORS TO KAHN PROCESSES

In this section, we discuss the translation of dataflow actors to Kahn processes. While the two-step procedure we propose consists of a KPN compatibility evaluation and a subsequent Kahn process construction, our compatibility analysis method is constructive and thus works the other way round: We first construct a Kahn process that imitates the dataflow actor’s behaviour. Af-

Listing 1: An absolute value actor written in CAL.
```plaintext
actor Abs() int In ==> int Out: //one channel in, one out pos: //action: reads a token i from In and writes it to Out action In:[i] ==> Out:[i] guard i >= 0 //only fired if i is non-negative end neg: //action: reads a token i from In and writes -i to Out action In:[i] ==> Out:[-i] guard i < 0 //only fired if i is negative end end
```

Listing 2: A non-deterministic merge actor written in CAL.
```plaintext
actor VDMerge() //two channels in, one out int InA, int InB ==> int Out:

actionA: //reads i from InA and writes it to Out action InA:[i] ==> Out:[i] end //no guard

actionB: //reads i from InB and writes it to Out action InB:[i] ==> Out:[i] end //no guard
```

Listing 3: Example for a determinate, but not KPN compatible actor.
```plaintext
actor DetermineNotKPN() int InA, int InB, int InC ==> int Out:

actionA: action InA:[a], InB:[b] ==> Out:[a] guard a>0 && b>0 end

actionB: action InB:[b], InC:[c] ==> Out:[b] guard b>0 && c>0 end

actionC: action InA:[a], InC:[c] ==> Out:[c] guard a>0 && c>0 end

actionX: action InA:[a], InB:[b], InC:[c] ==> Out:[a] guard (a>0 && b>0 && c>0) || (a>0 && b>0 && c<0) end
```

Figure 1: A Karnaugh map showing the actions to be fired for the actor from Listing 3, depending on the input token combination.
Algorithm 2: Template for a Kahn process translation $\pi$ of a dataflow actor $\alpha$. The template uses initial state $s_0^\pi = s_0^\alpha$ and an action set $A_\pi = A_\alpha$.

\begin{verbatim}
# \pi is set to the initial state of the actor
while TRUE do
  // Find next action to be fired
  a ← SELECTNEXTACTION(s, A_\pi)
  // Fire the action
  in = READINPUTTOKENS(r_a)
  (s.out) ← f_a(s, in)
  WRITEOUTPUTTOKENS(w_a, out)
end while
\end{verbatim}

The challenge is now to be able at any moment to determine which action the actor will fire without knowing about the availability of tokens or their content. In general, this is not always possible for dataflow actors where, for instance, actions can be fired or not depending on the availability of tokens or their values. However, for a large group of actors, there are possibilities of exploiting certain properties of the action guards.

- In general, guard functions do not depend on the full input token set of the associated action. In particular, many guard functions only depend on the state of the actor and can thus be evaluated without reading any tokens.

- Actions may have common input tokens. The Abs actor in Listing 1 shows a typical example of this setup: There are two different actions, both with guards that peek an input token. However, both of these guards peek the same input token, and one of these two actions must fire next. Consequently, the token will be read in any case and can thus be prefetched. After reading it, the process can decide which action to fire and pass the token on to it.

- Oftentimes, the return values of guards can be predicted without knowing all of the required input tokens. If, for instance, a guard function is a boolean AND combination of multiple terms, the result will always be FALSE if only one of these terms evaluates to FALSE. In this case, the input tokens for the other terms are not required to know that the guard is not met.

These ideas can now be combined to an algorithm that determines the action to be fired next, i.e. an implementation of SELECTNEXTACTION in Algorithm 2. For this, we assume that for each guard $g$, there is function predict($g$), which, provided with the state of the actor and the values of the input tokens prefetched so far, evaluates to TRUE, FALSE or UNKNOWN. The following theorems shall provide a theoretical basis for the operation of the SELECTNEXTACTION algorithm.

First, we show that if the guard of a given action within a dataflow actor can be predicted to FALSE, this action will not be fired next, independently of any additional input tokens that may arrive.

**Theorem 2** Let $\alpha$ be an actor and $a \in A_\alpha$ be an action, with predict($g_a$) evaluating to FALSE. Then $a$ will not be the next action fired by $\alpha$.

**Proof** If predict($g_a$) (and thus $g_a$) evaluates to FALSE, $a$ cannot be fired. The return value of $g_a$ depends on the state of the actor and on certain input tokens. Both can only be changed when firing an action. So another action has to be fired first before $g_a$ can evaluate to TRUE.

Now we will analyse which tokens the constructed Kahn process can prefetch at a given moment without losing functional equivalence to the original dataflow actor. The difficulty here is to avoid additional blocking which is not there in the original actor. Such a blocking could be induced by a (blocking) read operation in the Kahn process.

**Theorem 3** Let $\alpha$ be an actor to be translated to a Kahn process $\pi$. Let $A \subseteq A_\alpha$ be a set containing all actions the guards of which are predicted to TRUE or to UNKNOWN. Then $\pi$ can prefetch all tokens from the prefetch token set $\bigcap_{a \in A} r_a$ of $A$ without losing the functional equivalence to $\alpha$.

**Proof** According to Theorem 2, only elements of $A$ are eligible to be fired next. Each of these actions $a \in A$ needs all tokens out of its input token set $r_a$ before it can be fired. Therefore, $\alpha$ will not fire any action until those tokens which are contained in all of these input token sets have been fetched. A Kahn process
The actions’ priorities increase with increasing numbers.

the actor receives when reading from X. X[1] is the second token etc. The actions’ priorities increase with increasing numbers.

Assuming that to fire can be determined for may be different. Clearly, the constructed Kahn process is only the algorithm is able to determine be fired yet because some of its input tokens are still missing.

true to Table 1. The actor has a rather simple state all input tokens of the action in

Once the iteration has converged, there are two possibilities: If all input tokens of the action in A with the highest priority have been prefetched, this action is to be fired next. Otherwise, the next action to be fired cannot be determined using this method.

We will illustrate this algorithm for the example actor given in Table 1. The actor has a rather simple state \( s \in \mathbb{N} \) and two input channels, X and Y. Each of the actions \( a_x \) has a different priority \( p(a_x) = r \) (this is not necessarily the case in practice). Assuming that \( s = 2 \) and the input tokens on both X and Y are \( 1, 2, 3, 4, 5, ..., \) the algorithm would behave as follows:

- **Initialisation:** \( A = \{a_1, ..., a_6\} \). No tokens to prefetch. Since \( s = 2 \), \( a_1 \) and \( a_6 \) can be eliminated (i.e. removed from A).
- **First iteration:** \( A = \{a_2, a_3, a_4\} \). Prefetch X[0]. Since X[0] = 1, \( a_4 \) can be eliminated.
- **Second iteration:** \( A = \{a_2, a_3\} \). No further tokens can be prefetched. No further eliminations are possible.

In this case, the algorithm stops with \( A = \{a_2, a_3\} \). Since all input tokens of \( a_3 \) have been prefetched and its guard evaluates to TRUE, \( a_3 \) can be fired. \( a_2 \) is also still a candidate but cannot be fired yet because some of its input tokens are still missing. Since, however, \( a_3 \) has the higher priority and can be fired, the actor will fire \( a_3 \), independently of \( a_2 \). Thus, in this case the algorithm is able to determine \( a_3 \) as the next action to be fired. For other actor states or inputs, however, the situation may be different. Clearly, the constructed Kahn process is only functionally equivalent to the original actor if the next action to fire can be determined for any actor state and input. This is expressed in the following theorem.

**Theorem 4** Let \( \alpha \) be an actor to be translated to a Kahn process \( \pi \) using the method described above. \( \alpha \) and \( \pi \) are functionally equivalent if the implementation of \( \text{SelectNextAction} \) is able to determine the next action to fire for any state of the actor and of the input channels.

**Proof** The correctness of the operations applied by the algorithm has been proven in Theorems 2 and 3. Therefore, the set \( A_\pi^* \) of actions that can be fired at a given moment is a subset of the set \( A_\alpha^* \) of candidates obtained by the algorithm. If the action in \( A \) with the highest priority can be fired, it is (i) an element of \( A_\pi^* \) and (ii) the action with the highest priority in \( A_\pi^* \), since \( A_\pi^* \subseteq A \). \( \pi \) will thus fire the same action as \( \alpha \).

If this method works for any state and input combination, \( \pi \) and \( \alpha \) will always fire the same actions and are therefore functionally equivalent, which follows from Theorem 1.

**3.2 Classification of Dataflow Actors**

So far, we have seen a technique to construct a Kahn process from a dataflow actor. It tries to determine at runtime the next action to be fired. Only if this always succeeds, a correct translation was obtained and the actor can be shown to be KPN compatible. In the following, we present a static analysis method that determines if this holds true by systematically checking all possible outcomes of the \( \text{SelectNextAction} \) function introduced previously.

To this end, we construct a tree that contains all possible operations \( \text{SelectNextAction} \) might perform, i.e. reducing the set of firing candidates and prefetching tokens, depending on certain conditions that can be fulfilled or not. As this tree gives information about which tokens are fetched in which order, we call it the peek sequence tree (PST); a more formal definition is given later on.

For the example actor from Table 1, which was discussed above, the PST is given in Fig. 2. Every node represents a possible iteration of \( \text{SelectNextAction} \), with the set \( A \) of firing candidates and the set \( P \) of tokens to be prefetched. The root node (marked as \( a \)) represents the initialisation step. The outgoing edges of each node (i.e. those leading further away from the root node) represent the different possibilities of how the Select-
NextAction may proceed, leading to the next iteration step in the respective cases. They are annotated with a condition to be met such that the edge is followed. Since the prefetch token set of the root node is empty, the conditions leading away from it only contain the actor state \( s \). The edge annotations further down will also have conditions concerning the prefetched tokens. Note that all these conditions are mutually exclusive for edges leading to the same node. However, they need not cover all possible cases, but only those which are covered by the actions of the original actor.

The leaves of the tree are equivalent to all possible outcomes of SelectNextAction:

- The iteration scenario discussed in Section 3.1 is represented by the path \( a \rightarrow c \rightarrow e \).
- Node \( b \) is a straightforward case in which the action to fire is determined only by the state of the actor.
- Nodes \( h, i \) and \( g \) represent cases in which, due to repeated token prefetching and firing candidate elimination, only one action to fire is left.
- Finally, in the case of node \( d \), the action to fire cannot be determined. This is because action \( a_0 \) has a higher priority than \( a_3 \), but also needs more input tokens. The actor would thus fire \( a_0 \) if these tokens are available and \( a_3 \) otherwise. The example actor regarded here is thus not KPN compatible.
- Another possible case, which does not occur in this example, is that of an ambiguous actor specification. An actor is specified ambiguously if it has two actions with the same priority, without mutually exclusive guards and if the input token set of the one action is a subset of that of the other action. In the PST, this would lead to a leaf with multiple actions of the same priority. One possible way of handling this issue would be to arbitrarily give priority to one of the actions. This is done in many backends as well as in [20]. In this work, however, since our final goal is translation to a KPN process, we choose a conservative approach and do not classify the actor as KPN compatible in order to prevent a translation when the actor semantics as intended by the programmer are not clear.

In the following, we will give the formal definition of a PST and we will show how to construct it. To this end, we first discuss how the predict() function introduced earlier can be implemented. We do so by assuming that every guard is a boolean AND combination of multiple terms referred to as constraints. According to our following definition, a constraint requires a set of tokens (the peek tokens) in order to be evaluated and it can be met or not, according to a boolean function:

**Definition 9** Let \( I_s \) be a set of input channels and \( S_s \) a set of possible states of an actor \( a \). A constraint to an action for \( a \) is a tuple \( c = (p, e_c) \) with \( p \in \Psi(I_s) \) a token set of peek tokens and \( e_c : S_s \times V(p) \rightarrow \{\text{true, false}\} \) the evaluation function.

The negation of a constraint \( c \) is given as \( c' : \neg \Psi(I_s) \times V(p) \rightarrow \{\text{true, false}\} \).

Likewise, the combination of two constraints \( c \) and \( d \) is given as \( c \wedge d : \Psi(I_s) \times V(p) \rightarrow \{\text{true, false}\} \).

With this definition, a guard can be expressed as the boolean AND combination of all elements in a set of constraints. Therefore, we can assign each action such a set representing its guard. To be able to evaluate as many constraints as early as possible and thus maybe to eliminate certain actions as firing candidates early on, we would like to break down each guard into as many constraints with as small peek token sets as possible.

**Definition 10** Let \( a \) be an action. The constraint set \( C_a \) of \( a \) is a set of constraints such that

\[ \bigwedge_{c \in C_a} c = (p, g_a), \quad p \subseteq r_a \]

and that for each constraint \( c \in C_a \), there are no two constraints \( c', c'' \) such that \( c' \wedge c'' = c \).

In the example actor described in Table 1, the guard of action \( a_4 \) can be decomposed to the constraint set \( C_{a_4} = \{ \{ \}, s=2 \} \).

Our definition of a PST is now as follows:

**Definition 11** A peek sequence tree (PST) for an actor \( a \) is a tree \( T = (N, L) \) on which each node \( n \in N \) is annotated with a set of actions \( A(n) \subseteq A_a \) and each edge \( l \in L \) is annotated with a constraint \( c(l) \).

We define the prefetch token set of a node according to Theorem 3:

**Definition 12** Let \( n \) be a node in a PST. Then its prefetch token set is \( P(n) = \bigcap_{a \in A(n)} r_a \).

A PST \( T = (N, L) \) must fulfill the following conditions: For each edge \( l \in L \) with \( n \in N \) being its parent (source) node, it must hold that \( p_{c(l)} \subseteq P(n) \). For any two edges \( l, m \in L \) with a common parent node, it must hold that \( c(l) \) and \( c(m) \) cannot be satisfied at the same time, i.e. \( c(l) \cap c(m) \equiv \text{false} \).

The rest of this section describes the construction of a PST for an actor \( a \). This procedure can be formalised as follows: A root node \( n_0 \) is created with \( A(n_0) = A_a \). For each action \( a \in A(m) \), the set of evaluable constraints \( C_a' = \{ c \in C_a | p_c \subseteq P(n_0) \} \) is determined and combined to the strictest evaluable constraint \( c'_a = \bigwedge_{c \in C_a'} c \), i.e. the largest top-level sub-expression of \( g_a \) that can already be evaluated with the tokens available through prefetching. (If \( C_a' \) is empty, we have \( c'_a = (\{\}, \text{true}) \). For action \( a_4 \) from the example actor, the strictest evaluable constraint for the root node is \( c'_4 = (\{\}, s=2) \).

From these \( k := |A(n_0)| \) strictest evaluable constraints, each one can theoretically be met or not, which in total gives \( 2^k \) cases. These cases can be expressed as a set of constraint combinations

\[ C_{theo}(n_0) := \left\{ \bigwedge_{a \in A(n_0)} x_a \mid x_a \in \{c'_a, \neg c'_a\} \right\}. \]

For the example actor, the possible cases for the root node are \( s = 1 \wedge s = 2 \wedge s = 2 \wedge ..., s = 1 \wedge s = 2 \wedge s = 2 \wedge ..., s = 1 \wedge s = 2 \wedge s = 2 \wedge ..., \) etc.

As constraints are often related and some contradict each other, not all of the combinations are satisfiable, as clearly seen in the example. Using a satisfiability modulo theories (SMT) solver, which is also provided with the set \( S_s \) of possible states of \( a \), one can eliminate the unsatisfiable combinations. Also the case that none of the constraints is met can be eliminated, since this case is not covered either in the original actor. In the example, all of the \( 2^6 = 64 \) possibilities are eliminated except for three:

- \( s = 1 \wedge s = 2 \wedge s = 2 \wedge s = 2 \wedge s = 3 \wedge s = 3 \)
- \( s = 1 \wedge s = 2 \wedge s = 2 \wedge s = 2 \wedge s = 3 \wedge s = 3 \)
- \( s = 1 \wedge s = 2 \wedge s = 2 \wedge s = 2 \wedge s = 3 \wedge s = 3 \)

These combinations obviously simplify to \( s = 1, s = 2 \) and \( s = 3 \), which have been noted down in Fig. 2. In the real implementation, the number of satisfiability evaluations can be reduced by applying various optimisations that shall not be discussed here.
Theorem 5 For an actor with $k$ actions, the maximum number of nodes in the PST is smaller than $2 \frac{1}{2} (k^2 + k)$.

Proof If a child node has the same number of actions as its parents, no progress is made and the recursion is stopped. Therefore, a child has in the worst case one action less than its parent. In the worst case, the root node can have up to $2^k - 1$ child nodes. Each of these child nodes can then have up to $2^{k-1} - 1$ children, which again can have $2^{k-2} - 2$ children each and so forth. Multiplying these numbers, one obtains the maximum number of leaves in the tree. Also counting the non-leaf nodes, one has $1 + (2^k - 1) \cdot (1 + (2^{k-1} - 1) \cdot (1 + \ldots)) < (1 + 2^k - 1) \cdot (1 + 2^{k-1} - 1) \ldots = 2^k - 2^{k-1} \ldots 2^0 + 1 + 2 + \ldots + k = 2 \frac{1}{2} (k^2 + k)$. \qed

Note that this is the upper bound for pathological cases. In our experimental evaluations with 381 real actors, the number of nodes stayed way below it in each case. Section 4 will show that even for large actors, the tree can be constructed in an acceptable time frame in spite of its theoretically exponential complexity. In extreme cases, one could stop the PST construction prematurely without a classification result.

3.3 Constructing the translated Kahn process

With the results from the classification problem in mind, the solution to the translation problem is straightforward. If an actor has been classified as KPN compatible, one just needs to construct a process as described in Section 3.1.

One can simply implement the SelectNextAction function as shown there for determining the action to fire. This has the advantage that the complexity of this algorithm is polynomial with respect to the number of actions.

In practice, however, more lightweight code can be generated directly following the structure of the PST constructed during classification. For each node, prefetching code needs to be produced whereas each edge in the tree will be a branch in the code. Like this, dynamic predictions of guards can be replaced by simple, hard-coded if statements.

4. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of the proposed classification and translation algorithm using a state-of-the-art dataflow benchmark suite. The goal is to answer the following questions: a) What percentage of realistic RVC-CAL actors does the proposed algorithm classify as KPN compatible? b) What are the reasons for KPN compatible actors not being classified as such? c) Does the proposed translation of KPN compatible dataflow actors into Kahn processes indeed improve the performance of streaming applications?

4.1 Experimental Setup

The proposed classification and translation algorithm has been implemented as an extension to the Open RVC-CAL Compiler (ORCC) [21] using the z3 SMT solver [8]. The corresponding ORCC benchmark suite [1] contains a total of 549 CAL actors. In order to provide meaningful data, current research projects (i.e. immature work under construction) as well as overly simplistic actors such as “hello world” examples have been left out from the evaluation. With the exception of those, the proposed classification algorithm has been tested on all available actors, 381 in total. In particular, the set of applications contains various video decoders (H.265 part2, H.264 H.264 CBP and MPEG-4 SP, AVS), the JPEG and JPEG2000 image compression codecs, for telecommunications the ZigBee transmitter baseband description and a digital predistortion filter [11], a set of basic digital filters, a cryptographic library, a WAV audio player, a GZIP decompressor and implementations of several CHSTONE benchmark suite applications.

The classification algorithm discussed above was run on an Intel Core i5-3210M processor, as a single threaded implementation. The classification of all 114 actors of the H.264 H264 decoder, one of the most elaborate dataflow applications in the benchmark suite and with several highly complex actors, took about 65 seconds.

4.2 Comparison to Other Classifiers

In the following, we evaluate the performance of the proposed classification algorithm. To this end, we first regard the counts of the different classification results for the algorithm proposed in this work and for the algorithm by Wipliez and Raulet (W&R) [20]. These numbers are given in Fig. 3.
For W&R, the group (quasi) static combines the three possible results SDF [13], CSDF [4] and quasi-static [5], which are all KPN compatible by construction.

Actors are marked as time-dependent by the W&R classifier if it finds constellations similar to that in node d in Fig. 2. As explained in Section 3.2, such actors are KPN incompatible. Note, however, that time-dependency is not the same as non-determinacy; it is only a necessary condition for the latter.

Finally, all other actors are classified as dynamic, i.e. determinate but not (quasi) static. These actors may or may not be KPN compatible.

The two classifiers regarded here cannot be compared directly for two reasons: Firstly, the different classification categories and secondly, their different treatment of ambiguous actor specifications as described in Section 3.2. The W&R classifier enforces (arbitrarily) a total priority ordering of all actions, which, in the extreme case, leads to an actor being classified either as time-dependent or as quasi static, depending on the order of the action specifications in the source code. The classifier we propose always classifies actors with ambiguous specifications as potentially KPN incompatible. Consequently, we have to look at the cases in closer detail:

- The results of the (quasi) static group of W&R can be confirmed by our algorithm in so far as it classifies all of the concerned actors as KPN compatible. The only exception is given by three ambiguously specified actors.
- The W&R classification of actors as time-dependent uses similar criteria to those in the algorithm we propose. Accordingly, none of the actors classified as time-dependent was classified as KPN compatible by the algorithm proposed in this work. However, manual classification showed that more than a quarter of these actors are KPN compatible, which was not recognised by the algorithms. The reasons of W&R time-dependent misclassifications and their frequency are similar to those for non-classifications in our algorithm, which will be discussed later on in detail.
- Out of the actors classified as dynamic by W&R, 75% were classified as KPN compatible. Another 7% of these actors is KPN compatible as well but were not recognised as such. Note that these rates do not differ significantly from the overall KPN classification rate of 77% with additional 6% not recognised. In other words, for the regarded set of actors a W&R classification as dynamic does not provide information about the KPN compatibility of an actor.

In summary, the W&R classifier can – leaving aside the ambiguously specified actors – classify 185 out of 363 actors (or 51%) with certainty as KPN compatible, whereas the algorithm proposed in this work can do the same with 292 actors (or 80%). The number of recognised KPN compatible actors is thus 58% higher.

### 4.3 Comparison to Manual Classification

In addition to the comparison with other classifiers, we also investigated on an absolute scale the classification quality of the algorithm proposed in this work. To this end, we undertook a manual classification effort of all the actors in the set.

Since the algorithm we propose guarantees KPN compatibility for all actors classified accordingly, we did not cross-check all of these actors manually, but we took samples at random and were able to validate the correctness of the algorithm and its implementation.

#### 4.4 Further results of manual classification

The manual classification also provided results concerning the nature of the KPN incompatible actors. Although these results do not affect the classification performance of the algorithm proposed in this work, they can give hints about how it might
be used to aid programmers in writing actors or about which other classifications might be desirable to have.

The actors analysed here can be divided into two groups: determinate but KPN incompatible actors, which always produce the same output for the same input but cannot be expressed as Kahn processes, and non-determinate or ambiguously specified actors, which may produce different output for the same input. Both groups will be discussed in the following.

The group of determinate, yet KPN incompatible actors is quite diversified. In addition to actors similar to that shown in Listing 3, it features two more kinds of actors.

One kind of actors performs multiple unrelated operations. These actors could, in fact, be replaced by multiple Kahn processes. A (sequential) Kahn process as defined in Definition 1, however, cannot produce this behaviour.

Another kind of actors contains two sets of actions: The first set describes the actor’s main behaviour and is completely KPN compatible. In parallel to it, the second set has the task of pre-buffering input tokens in internal buffers of the actor. This is a low-level optimisation with the idea that if the actor cannot perform the main calculations, it can still use the time for pre-buffering data. While the order and the firing counts of the actions thus vary, the output is still always the same and these actors are determinate.

Non-determinate or ambiguously specified actors may produce different output for the same input. However, the two groups differ in one point: While ambiguous specifications should clearly be avoided, non-determinacy is sometimes necessary, for instance in the case of a video streaming application which has to react to video input not arriving within a certain deadline.

From the semantics of each of the 20 non-determinate actors amongst the actors regarded in this evaluation, however, it cannot be concluded that non-determinacy in these cases is unintended. This meets the fact that all of the applications (video decoders, cryptographic applications etc.) in the set are supposed to be determinate.

The possible programming mistakes we identified amongst non-determinate and ambiguously specified actors are often the same. In most cases, it seems the author of the concerned actor did not realise that two guards actually overlap each other. In the case of ambiguity he may also have forgotten to specify a higher priority for one of the actions. The fact that most backends in such cases typically fire the action which comes first in the source code leads unfortunately often to this kind of error not being discovered.

In other cases assumptions about the input are made, usually founded on the concrete data sent in a particular graph. However, the behaviour of an actor is clearly defined only if it is unambiguous for any input.

<table>
<thead>
<tr>
<th>actor</th>
<th>platform</th>
<th>scheduler</th>
<th>speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>mvsseq</td>
<td>DSP</td>
<td>ORCC</td>
<td>1.84x</td>
</tr>
<tr>
<td>invpred</td>
<td>DSP</td>
<td>Kahn</td>
<td>1.55x</td>
</tr>
<tr>
<td>mvsseq</td>
<td>RISC</td>
<td>ORCC</td>
<td>1.59x</td>
</tr>
<tr>
<td>invpred</td>
<td>RISC</td>
<td>Kahn</td>
<td>1.97x</td>
</tr>
</tbody>
</table>

In the case of non-determinacy, we found another pattern, which is illustrated in Listing 5. This actor reads data on one channel and is informed about the end of the data stream on a second channel (typically, both channels come from the same process). While this apparently worked well in the tests of the programmers, wrong output would be produced if the data channel delayed the tokens for longer than the end-of-stream channel, such that the end-of-stream token arrived before the last data tokens. This situation could be avoided if the data channel supported the transmission of special control tokens. In this case, the second channel would not be necessary and the actor would actually be KPN compatible.

All these results show that KPN-incompatibility is often unintended. Especially for larger actors (there are several with more than 2000 lines of code), a KPN compatibility analysis, as performed by the algorithm presented here, may thus prove to be a valuable tool for a programmer, even if he does not target a KPN implementation of his actors.

### 4.5 Performance of a Dataflow Actor and a KPN Process

Next, we evaluate if the proposed translation of a KPN compatible actor to a Kahn process can be used to improve the performance of the actor platform scheduler. To this end, C versions of the translated Kahn processes were generated as described in Section 3.3 and compared to C code generated conventionally by ORCC [21].

The code was compiled and then run on two systems:

- A Texas Instruments TMS320C6416 Fixed Point DSP featuring L1 instruction and data caches of 16 KB each. The evaluation was done on the Texas Instruments cycle accurate device simulator, which takes account of cache behavior. The CCS IDE version was 5.5.0.

- An Altera Nios II/f RISC processor with 4 KB L1 instruction and 2 KB L1 data cache. The evaluation was done by synthesizing the processor core on an Altera Stratix III FPGA and by measuring the cycle time with the SignalTap II logic analyzer. The Quartus II software version was 13.1.

The measurements were performed with two different actors: The “Mgmt_MVSequence_LetAndTopAndTopRight” actor (mvsseq) and the “Algo_DCRInvPred_LUMA_16x16” actor (invcnt), both from the MPEG-4 Part 2 Simple Profile decoder. The latter consists of 7, the latter of 10 actions. The achieved results are summarized in Table 3.

For these actors, a speed-up between 1.55 x and 1.97 x was achieved. The reason for these improvements is that, instead of linearly iterating over all actions like CAL implementations, the KPN translation follows the structure of the PST, i.e. it performs a sort of binary search for the next action to be fired. It also does not need to check the availability of tokens.

Of course, the influence of this overhead reduction decreases with a higher computational complexity of the actions to be fired. Still, the examples show its relevance in real production code.

### Listing 5: Simplified example for an unintentionally KPN incompatible actor

```c
actor Sun()
  int DataIn, bool EndOfStream ==> int SunOut:
  int sum := 0;
  readData: action DataIn[i] ==> do sum := sum + 1; end
  done: action EndOfStream[EOS] ==> SunOut[Sum] end
  priority
  readData > done
end
```

### Table 3: Execution time of CAL actors when being scheduled either using the default scheduler of ORCC or as a Kahn process.
5. RELATED WORK

Classifying dataflow actors into more restrictive dataflow models has recently been considered as an efficient technique to improve the execution performance of dataflow graphs, e.g. by reducing the number of communication channel accesses. In particular, a methodology to classify dataflow actors into actors adhering to the synchronous dataflow (SDF) [13] model and the cyclo-static dataflow (CSDF) [4] model is presented in [22]. In order to model dynamic and time-dependent behavior, each actor is described by a finite state machine that controls the communication behavior of the actor. In contrast to our work, their approach is limited to only classify static dataflow actors.

A method to classify dataflow actors into static, dynamic, and time-dependent actors is presented in [20] based on satisfiability and abstract interpretation. While this method can identify SDF, CSDF and quasi-static actors, which are KPN compatible by construction, it cannot identify more general patterns of KPN compatibility. The method for detecting time dependency could be used for showing KPN incompatibility, but is somewhat inaccurate as seen in Section 4. With its ability to identify (quasi) static actors, it can, like [22], be regarded as a complement to our approach.

In [17], a scheduling approach for semi-dynamic dataflow graphs is presented. To this end, a novel dataflow model is introduced that constructs actors with sets of modes representing fixed behaviors. Then, it is shown that a set of static dataflow graphs can be derived by decomposing the graph by its modes.

Other approaches trying to improve the performance of dataflow actors exist, e.g. by scheduling the actor more efficiently. For instance, the technique proposed in [6] identifies most scheduling decisions of a dynamic dataflow actor at compile time by determining most of the schedule statically. In [10], this approach has been extended to also analyze the state space of certain network partitions.

Outside the field of dataflow networks, the problems of availability of input variables and of obtaining them has been discussed as well. Among others, [3] and [19] analyse formal representations of algorithms with a particular focus on fetching variables. [2] investigates in the domain of synchronous programming whether a given module can iteratively infer the availability of all required input variables from its state (endochrony). All these approaches have in common that they work on program descriptions in which every input variable has to be fetched explicitly. This form of specification has natural representations as trees or graphs similar to the PST shown in this work. In dataflow networks, however, fetching all input variables upon firing an actor is one atomic operation as well as checking if an actor can fire. Breaking up these atomic operations and constructing a PST is thus less obvious than with other programming models and the actual contribution of this work.

6. CONCLUSION

In this paper, we have presented a novel algorithm to classify dataflow actors that are specified according to the CAL language into KPN compatible and potentially KPN incompatible actors. A dataflow actor is KPN compatible if it can be represented as an infinite program that only performs blocking, destructive read accesses, calculations and non-blocking write accesses. Based on the classification algorithm, we have described a formal method to translate a KPN compatible dataflow actor into a Kahn process. We have demonstrated the viability of our algorithms by implementing them in the RVC-CAL framework. In fact, the proposed classification algorithm has been capable to identify 93% of all KPN compatible, mature actors from the ORCC benchmark suite. Finally, we have shown that the performance of KPN compatible actors can be improved by up to 1.97x when executing them as Kahn processes instead of dataflow actors.
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