Investigation of Deep Transformer Models for NLP

In this thesis we investigate the representations learned by recent deep transformer models for NLP.

Requirements: Creativity and programming skills are an advantage. The student(s) should be able to work independently!

Interested? Please contact us for more details!
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