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Abstract—We presentlink-diversity routing, a routing paradigm . . . .
that achieves high path resilience in mobile ad hoc networks. source destination
Link-diversity routing chooses each hop of a packet’s route, so
that the choice reflects the amount of outgoing links towards the
destination at the intermediate hops. This choice maximizes the
opportunities to make progress at every hop in the presence of
unpredictable link failures caused by mobility or fading effects.
As a result, link diversity routing takes paths which are less source destination

prone to fail due to individual link failures than traditional

routing. We develop a loop-free and distributed link-diversity Fig. 1. The top network topology is more sensitive to link dadls than the
routing algorithm. The algorithm is based on an analogy from the bottom one because each node has only one link to reach ttinaties.

heat theory which consists of routing packets along the steepest

gradient of a temperature field. We perform simulations of our

algorithm with a DSDV-based implementation. Our simulations ) ) ) ] ) )

show that link-diversity routing increases the end-to-end packe outgoing links in their forwarding table over which they can
delivery ratio to a factor of up to four without any additional ~ reach the destination. In contrast to the previous casegkepa
protocol overhead compared to the traditional minimum hop-  from the source node can now be delivered successfully in the

count based DSDV. presence of individual link failures.

I. INTRODUCTION Existing routing protocols are agnostic to the link diversi
] ] . ] at the intermediate nodes and typically optimize for metric
|V|0b||e. W|reless. multi-hop n_etworks typlcally udmest ef- like the number of hops [1], [2], [3], [4], the link qualities
fort routing techniques. That is, each router in the netwo g]’ [6], [7], or the expected throughput [8]. These appiues

maintains a forwarding table that includes a set of possiblgs effective in rather static networks where the link falu
links to reach a specific destinatiorwhen a packet has to beprobability is low. However, as illustrated before, in wirss

forwarded, a node looks up in its forwarding table the prefér 54 mobile networks, ignoring the link-diversity oftendsao

link according to the network routing metric, and forwarlle t hacket drops caused by the lack of forwarding opportunities
packet over this link. If for any reason this link is currgntl 5; the intermediate nodes.

unavailable (for example, the node is temporarily down or In this paper, we propostnk-diversity routing, a novel

has just moyed away before the change has been Capt%)e&ing paradigm that increases the path resilience in the
and the routing protocol has converged to its new state), sence of unpredictable link failures. This is achievgd b

alternative link from the forwarding table is selected aiséadi choosing each hop of a packet's route such that each hop has

to forward the packet. When there are no alternative links énhigh number of opportunities to forward the packet. As a

_the forwarding table, the packet is simply dropped and tss IOconsequence, it is possible that packets will not be delder
is assumed to be handled by the upper layers.

over the shortest path to the destination.

This model is in itself robust as it works even in the . X . . . .
To implement link-diversity routing, we present tfiaite

presence of intermediate link failures. However, the pbilig . A . S
that a packet eventually arrives successfully at the ceetsim difference method routing=DMR) algorithm wh|ch IS based.
an analogy from the heat theory. Our algorithm exploits

t ly d d th ber of outgoing links at hh
Srongly depenas on the NUMbET ot oLrgoing ks at sac the fact that the heat flow generated by a heat source depends

along a path to the destination. This issue is best illustrat T . ; .
in Figure 1. In the top network topology, a source node n the physical interconnection of the propagation medie (s

connected to a destination node via a single chain of int rgure 2). In our routing c_ontext, this means that_hlghly
ﬁterconnected network regions, or nodes with a high-link

mediate nodes. If any link on this chain becomes unavaLIab| " I allow the heat to dissinate better th
a packet from the source to the destination node cannot gersity, will atiow Ihe heat 1o dissipate better | an_smj
onnected regions, or nodes with a low link diversity. As a

delivered. In the bottom of the figure, all nodes have two ' . . .
result, our forwarding scheme which consists of forwarding

1A destination can be a single node or a set of nodes aggreasi@avhole pa(_:kets toyvgrds t_he "Warm_es'[” path* routes packets aloth pa
network. which exhibit a high link-diversity.
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Fig. 2. The heat flow at the bottom of the left arrangement iglavan at the steepest temperature gradient
bottom of the right arrangement because of the differencatin gonnectivity. ascen dimeramre gradient
Fig. 3. Example temperature field. The steepest gradient frensource to
II. MODEL FORLINK-DIVERSITY ROUTING the destination is along the path with the highest link diitgr

In this section, we present our heat-inspired model for
link-diversity routing. We first describe the key ideas oé th . . . . o
heat-based routing paradigm. Then, we introduce the FDMi@uation now define a unique temperature field distribution
routing algorithm which we propose to establish tempegatufhich has a maximum value at the destination node and is

fields in a completely distributed manner and forward packefinimal at the source node. Furthermore, it can be shown
according to those fields. that since the Laplace equation is a monotonously decigasin

function, the distribution has no local maxima, i.e., a node

A. Heat-based Routing Paradigm which is not a heat source and has temperature that is higher

The key idea of link-diversity routing is to choose a packetthat any of its neighbors. This is a necessary conditiontfer t
route so that the amount of outgoing links at each hop fisuting to work as we will see later.
sufficiently high to provide enough forwarding opportuedti Figure 3 shows the temperature field that follows the heat
To find such routes, we rely on a thermodynamic analogyquation for an example network. The temperature of the
Consider the heat flow away from an ideal heat source. Thedes are given by the numbers inside the circles represgenti
flow intensity depends on how well a region is physicallthe nodes. The temperature of the boundary conditions are
interconnected with the source (see Figure 2). To expldst thset to 1 (for the destination) and 0 (for the source). The
property for routing, we model the destination in a netwask aemperature of the intermediate nodes were obtained ulsing t
a heat source. Then, we evaluate the heat flow resulting frdimite difference method as we will describe later.
this heat source at all the nodes according to the networkfinding a path from the source to the destination is a
connectivity. For this, we determine the temperature ofyevegradient search problem. Since a field distribution follogyi
node. From physics, we know that the temperature distobutithe heat equation can never have a local maximum (this
around a heat source is defined by the heat equation. The ligléws directly from the definition of the field as given
equation is a partial differential equation which in steathte in Equation (1)), any ascending gradient from the source

follows the Laplace equation: (represented with a thin arrow in Figure 3) is a valid path
towards the destination. Therefore, loop-free packetimgut
A¢p =0, (1) can be implemented in a hop-by-hop way by forwarding a

packet at every node to any neighbor which has a higher
temperature value, representing an ascending gradiehiin t
direction. In our approach however, unless a link along the
steepest gradient is broken, we always forward packetgyalon
the steepest ascending gradient (represented with a thimk a

As such, the heat equation defines an infinite number i@fthe figure), cqrresponding to the neighbor with_the highes
possible solutions. An exact solution of the equation is ofjgmperature. This way, the path a packet follows is analsgou

that satisfies the a priori knowboundary conditionsWe to the minimum-energy diffusion path of a particle in a real

define the boundary conditions intuitively as follows. We sdemperature field. Fu.rther not|ce_t.hat the steepest grepih
the temperature of the destination nodg to ¢(zy) — 1 towards the bottom is more resilient to link failures thae th

corresponding to the constant temperature of an ideal h&RPe path.. i . .
source and the temperature value of the source nqde Another interesting property of the routing model is that

¢(zs) = 0, corresponding to the absolute lowest possibfge Path with the minimum hop-count is chosen if the link-
temperature. In principle, the temperature of the sourak a?1|ve_r3|ty of different paths is the same. This is best ilat&d
destination could be chosen differently as long¢ds,) > in Figure 4, where there are three paths from the source to the

¢(z,). These two boundary conditions together with the hedgstination all having the same link diversity but a différe
number of hops. As we can see the steepest gradient is along

2where div is the divergence and grad is the gradient. the path with the minimum number of hops.

where A is the Laplace operator defined &% = V -
V = div grad, and ¢ is the temperature distribution. This
equation basically means that the temperature distributo
a twice differentiable function. It implies that the field &
monotonously decreasing function.
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) The FDMR algorithm: Nodes calculate their temperatasethe
steepest temperature gradient

average temperature of their neighbats: 1 (z1) = %(@(xz) + pt(x3) +
bt (za) + ¢4 (965))

—
ascending temperature gradient

Fig. 4. Example temperature field: All paths have the same linkrdity.
The steepest gradient is therefore along the shortest path.

distribution on a network of nodes is as follows. We define the
grid as given by the network topology. That is, every node in
the network is a point in the grid and every link in the network
corresponds to an edge in the grid. Note that for an arbitrary
network topology, the grid might not be a regular square grid
but this is not a requirement for the finite difference method

to work.
We define the FDMR algorithm as follows. LeX =
{z1,---,z,} be the set of nodes in the network and denote
Fig. 5. The finite difference method on a grifk; ; = & (¢i41,j +i—1,;+ {zr; k € nbr(z;)} as the _set of nodes which are neighbors
Gi i1+ bij1) of z; (i.e., there exists a link between and ;). All nodes

except the source and the destination nodes (which define the

boundary conditions and have a fixed temperature) start with
B. The FDMR Routing Algorithm an initial temperature value,—o(z;) = 0;z; € X\{z,, x4}

and calculate their own temperature at iteration step as the

Establishing routes with our heat-based model results ijerage of the temperature of their direct neighbors atiter
establishing a temperature field on the network nodes Whlg{épt (see Figure 6 for an example):

solves Equation (1). To establish a temperature field, we

require an algorithm which is by design scalable and robust. (1) = W ,[nbr(z)] >0 @
These two properties imply the following two requirements: ~tF1\7 ' |nbr(z:)| = 0

() The algorithm should be completely distributed, and (i o

every node should be able to calculate its own temperatrB® temperature of the source node and destination node
locally, based on the temperatureafly its direct neighbors. Za @ré the boundary conditions and thus constant over all
Designing an algorithm that fulfills both requirements simu/térations:

taneously is _not trivi:?ll. We propose t_he FDMR_aIgorithm. The by(s) = 0;¥¢ > 0 ©)
FDMR algorithm relies on a numerical technique called the

finite difference methofb] to evaluate the solution of partial $(za) =1;¥t 2 0 )
differential equations on a grld The finite difference nogeth The operation of the a|gorithm is shown for a Simp|e
is an iterative technique. As a basic principle, the methegkample in Figure 7. At iteration step = 0, all nodes
relies on the fact that solutions to Laplace’s equation agpect the destination have a temperature value of 0. At each

harmonic functions and thus satisfy the mean value theofemrxt iteration step, the nodes recalculate their temperatu
potential theory. According to this theorem, the tempeeft according to the new temperature.

a point is equal to the arithmetic average of the tempersature
on a boundary surrounding this point. For example, in a 2- !ll. | MPLEMENTATION OF THEFDMR ALGORITHM
dimensional square grid, the temperature at a point is équal In this section, we describe our implementation of the
the average temperatures of the four immediately neighoriFDMR routing algorithm. Since our algorithm operates with
points in the grid (see Figure 5). The way the finite diffeendterative updates between the neighbors, it is a naturateho
method works is by iteratively approximating the tempematuto implement it as a distance vector routing protocol. Note
of the points on the grid as the arithmetic average of thewever that the FDMR routing algorithm could as well be
neighboring points until the temperatures have convergediinplemented using a link state routing protocol, but we db no
the final solution. It can be shown that this method alwayarther investigate this at this point. For our implemeiatat
converges to Equation (1) in a bounded number of iterationge used the DSDV [3] routing protocol, a pro-active protocol
Our application of this method to evaluate the temperatudesigned for wireless ad hoc networks. In the following, we



a ° 0 ° 0 0 destination from the neighbor within a certain period of time or in the
presence of a missing link-layer acknowledgment after some

° @ @ @ @ @ amount of Iink-layer. retrapsmissiops) Iopks up in its local
cache for an alternative neighbor with a higher temperattire
there are neighbors with larger temperatures, the traffiove

° o @ @ @ @ forwarded to the neighbor with the highest temperature gmon
them. Otherwise, the packets for this destination canrtiédu

° ° e @ @ @ proceed towards the destination and should be temporarily
cached until the protocol has converged to the new topology,
or dropped if the cache is full before an update has occurred.
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To evaluate the benefits of link-diversity routing, we com-
Fig. 7. Basic operation of the FDMR algorithm. At iteratiorpst = 7', the ~Pare our DSDV-based implementation of the FDMR routing
algorithm has converged and the temperature distributitiowie Equation algorithm with the traditional minimum hop-count DSDV
@ protocol in two specific ad hoc networking scenarios. The pur
pose of this comparison is to show how link-diversity rogtin

describe how we adapted the DSDV routing protocol and haw Proves the robustness compared to a routing protocol that

packet forwarding is done according to temperatures uses the minimum hop-count to reach the destination. Since
' DSDV is a pro-active routing protocol, the overhead of the

A. Establishing Temperature Fields control messages is identical for both the minimum hop-toun

Nodes running a distance vector protocol periodically end our FDMR version, and is hence no further considered.
change routing messages with their neighbors. These fieriod 1) Simulation SetupWe use the Glomosim simulator [10]
messages include a cost per known destination. These cdfsOUr study. We consider the performance in a city-wide

represent the network “distance” of each node to reach tiglti-hop ad hoc network in which the nodes are mobile

destination. Looking at the cost of the direct neighborshea@d communicating over WLAN. The whole communication

node then estimates its own cost through a well defined metH8dinfrastructure-less, i.e., there are no fixed accesstpoin
identical for all nodes. In the traditional DSDV implementa@nd the mobile nodes act as relay/routers. These types of
tion, the destination sets its own cost to zero and each modd'ftworks could be used for many different purposes in the
the network calculates its own cost by adding one to the c&¥€@ Of urban inter-vehicle communication or person-iGee

of the neighbor with the lowest cost. Hence, after convezgen COMMunication where a communication infrastructure is not

the cost of each node is its distance in hops to the destimatfyilable, damaged, or simply too expensive to use.
node. We used a IEEE 802.11b network with a capacity of

In our implementation of the FDMR algorithm, the badll Mbps and a nominal wireless range2sf) meters. As MAC
sic mechanism remains the same but the calculation of #@tocol, we used the 802.11 DFWMAC-DCF w/RTS/CTS

costs is different compared to the original protocol. In of#"d @s propagation model two-ray ground. Due to the large

implementation, the destination node sets its cost to 1 aad PEWOrk sizes we use, we were unable to simulate the effect
source node to 0. All other nodes calculate their own cost 85intermediate buildings.

the average cost of their neighbors (see Equation 2). Hence?Ve used two different mobility models: the steady-state

after convergence, the cost of each node corresponds to f@fgdom trip mobility model [11] on a network of streets and
temperature which is a value between 0 and 1. the random waypoint mobility model [2]In both models, the
nodes move with constant speeds and without pausing on a

B. Packet Forwarding square of side length 10km by 10km. However, in the random
The basic forwarding mechanism of the distance vectl#P mobility model, nodes move on vectorized maps which we

routing algorithm consists of decreasing the cost at eagh Hextracted from a geographic information system (GIS) fer th

a packet is forwarded. This way, packets will eventualljvarr City of Zurich, Switzerland. In the random waypoint molyilit

at the destination which has the lowest cost. In the trasilio model, the nodes move from randomly chosen waypoints in

minimum hop-count approach, each node sends the packet® square to other waypoints on a straight line. The random

the neighbor having the lowest cost. However since in oWaypoint model is far less realistic but included as a refeee

approach’ the cost definition is inverted, forwarding |g"|g|0 because it is often used in the literature. We differentiaie

increasing temperatures. In particular, we always forwafgobility scenarios. In the pedestrian scenario, nodes move

packets along the steepest ascending gradient corresgondfith & speed uniformly distributed in the range— 4]m/s.

to the neighbor with the highest temperature. In the car scenario, nodes move with speeds in the range
When a link breaks on a used path, the Intermedlate"’The random waypoint mobility model has shown to have non-eésir

node which detects the f"flilu_re (”nk failures can typica”}ﬂehavior [12] when not well parameterized. We follow the gliites as
be detected when no periodic updates have been receigegosed in [13] to avoid such effects.
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Fig. 8. Street mobility model: DSDV with traditional minimum hepunt Fig. 9. Random waypoint mobility model: DSDV with traditiormainimum
compared to FDMR. hop-count compared to FDMR.

[10 — 20]m/s. These speeds corresponds to typical pedestriapbility model. The main reason is that the node distributio
and car speeds in a city. is not uniform. Nodes tend to concentrate around the cefiter o
As traffic model, we send constant bit rate traffic fronthe square [12]. As a result, the average path length is small
randomly chosen source nodes to randomly chosen destinatigan with the previous mobility model, and on average, paths

nodes. All packets are 1024 bytes long. All simulations revebreak less frequently.
duration of at least0000 seconds and are always an average
over at least 20 runs with different random seeds. V. RELATED WORK
2) Results: The performance results for nodes moving Traditional routing protocols for mobile ad hoc networks
along the streets of Zurich are shown in Figure 8. In thgpically optimize for metrics like the number of hops [1],
upper figure,10000 nodes are used resulting in an average], [3], [4], the link quality [5], [6], [7], or the expected
node degree of approximately 11. In the lower figus@)0 throughput [8].
nodes are used, leading to an average node degree of 5.3he authors of [14], [15], [16], [17] exploit the link-diveity
In both settings, 500 nodes are active traffic sources outiof multi-hop routing to cope with lossy links and fading
which approximately two third are sending simultaneously ceffects. These approaches integrate MAC-layer and routing
average over the simulation time. As a reference, we also plechniques by broadcasting (or anycasting) packets t@dks
the packet delivery ratio when the nodes are not movingi¢stain transmission range and letting those decide whether to
scenario). As we can see, the ratio in the static scenariofugther forward the packet or not. In contrast, we explog th
close t0100% which means that most packet losses occur Imk-diversity to forward packets to nodes which have a kigh
the mobile scenarios because of the mobility of the nodes amagmber of outgoing links in order to increase the probapilit
not due to other effects like congestion or interference.  of successful packet delivery in the presence of unpreulieta
We conclude that the packet delivery ratio of the DSDVink failures.
protocol is clearly better with FDMR compared to minimum Braided multipath routing [18] identifies multiple routes,
hop-count routing. Another interesting observation ig the using one as a primary and switching if the primary fails.
performance with minimum hop-count does not significanti@pportunistic multipath scheduling [19] splits traffic ove
gets better as the node density increases. This is differemiltiple paths, adaptively favoring paths that provide low
for the FDMR algorithm. With the FDMR algorithm, thedelays. Tsirigoris and Haas [20] propose to use erasuredcode
performance gets better as the average node degree ircredsgments of each packet over disjoint paths in a mobile ad ho
This is because the FDMR algorithm is able to exploit theetwork, in order to tolerate losses of some fragments due to
link-diversity which becomes larger when the node degréading or node movement. Link-diversity routing also exislo
increases. multiple paths, but selects them according to the amount of
The simulation results from the random waypoint model aferwarding opportunities at each hop and must not ensute tha
given in Figure 9. The trends we observe with this mobilitthe paths are disjoint.
model are the same as with the previous mobility model. The steepest gradient search method has been well stud-
Overall, the packet delivery ratio is slightly better withig ied in the past. This method has been extensively used for



optimization problems and has had applications in diversg] Douglas S. J. De Couto, Daniel Aguayo, John Bricket, antiért Mor-

disciplines as routing in ad hoc networks [21], [22], load-ba

ancing in the Internet [23], data collection in sensor nekso
[24], [25], sensor node placement [26], guided navigatdf,[
or service discovery [28]. The basic forwarding principle o
our approach which consists of forwarding along the stetepéls?]
gradient is similar to these works. However, our distribute
method to establish and maintain a potential field which js
based on the finite different method is unique and uses 0t[|3f31/]
local information to achieve link-diversity routing, a perty
not addressed by those previous works. We first came up
with the idea to use heat for anycast routing in [29]. This
work differs by applying heat for unicast routing and by morg3]
rigorously applying the original model from physics.

VI. CONCLUSIONS

ris, “A High-Troughput Path Metric for Multi-Hop Wirelessdriting,”
in Proceedings of ACM Mobicgn$an Diego, CA, USA, 2003.

[9] A. R. Mitchell and D. F. Griffiths, The Finite Difference Method in

(12]

(14]

This paper presents link-diversity routing, a robust nogti 15
paradigm for mobile ad hoc networks. Link diversity routing

increases the path resilience by choosing a packet’s raute
that the amount of outgoing links at each hop is maximize

i

Therefore, the selected hops have often multiple forwardin
opportunities and can better cope with unpredictable lifk’)
failures caused by mobility or fading than traditional tiagt
schemes. We show that by modeling the destination ag18]
heat source and routing along the steepest gradient of the
temperature field created by this source, link-diversiytirg
can be implemented in a distributed and loop-free manngi9]
We provide the FDMR algorithm which enable to calculate
the temperature of a node in the network based only on tjg
temperature of its direct neighbors.
Using simulations with an adapted DSDV routing protoco[ﬂ]

we show that link-diversity routing increases the endd-e

packet delivery ratio compared to traditional minimum hog22]
count routing by a factor of up to four (when nodes are moving
at car speeds in a city). This improvement is achieved withoys;
additional routing protocol messages by changing only how
the nodes compute their distance to the destination andehe[ﬁ]
with the same protocol overhead.
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